MEF UNIVERSITY

Hotel Recommendation for Online Travel Agencies

Capstone Project

Cem Kihi¢ch

ISTANBUL, 2017



iii



MEF UNIVERSITY

Hotel Recommendation for Online Travel Agencies

Capstone Project

Cem Kiligh

Advisor: Asst. Prof. Dr. Hande Kiic¢iikaydin

ISTANBUL, 2017



EXECUTIVE SUMMARY

Hotel Recommendation for Online Travel Agencies

Cem Kiligh

Advisor: Asst. Prof. Dr. Hande Kiigiikaydin

AUGUST, 2017, 28 pages

Since the early 2000s, online travel agencies (OTAs) have become a central online
market source, used by millions of users in all over the world. Recommendation systems
became one of the essential tools for them to increase their profit. In this manner,
Expedia.com decided to create a challenge in an online data science community to create a
basis for a recommendation system by a collaborative effort.

The challenge is to create a recommendation to their user by employing the data they
have in hand. Because of the limited data that is available on user’s personal choices, this
is a complex problem to solve. The data set is provided by Expedia and competitors are
asked to overcome this complex problem.

We approach this problem by analyzing and visualizing the data that is provided. In
this phase, we understand that the distribution of data is highly unbalanced and have a lot
of missing points that one can expect from a real-life problem.

By employing the knowledge that we gained in explanatory data analysis we have
employed several different algorithms to solve the problem. Because of the unbalanced
nature of the data set we have selected the algorithms that can handle this kind of situation.

Random forest and decision tree classifier algorithms perform well enough to carry out
to tuning phase. We have tuned these algorithms by several different parameters that we
think can improve the outcome.

Finally, we concluded on employing random forest algorithm by the model we build

have a significant performance over the other algorithms. In a real-life problem, as such,
we prove our model will perform and deliver reliable outcomes.

Key Words: Recommendation systems, collaborative filtering.
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OZET

Online Seyahat Acentalari igin Oneri Sistemleri

Cem Kiligh

Tez Danismani: Asst. Prof. Dr. Hande Kiigiikaydin

AGUSTOS, 2017, 28 sayfa

2000’1i yillarin bagindan itibaren internette yasanan gelismeler, seyahat sektoriinde
online seyahat acentalarinin yiikselisini saglamistir. Oneri sistemleri karliligin ve satigin
artirimda 6nemli bir ekipman olarak karsimiza ¢ikmis ve birgok e-ticaret sitesi tarafindan
kullanilmaya baglanmistir. Kisisellestirilmis 6nerilerin giicii Expedia gibi online seyahat
acentalarin ilgisini gekmis ve ellerindeki limitli veriyi kullanarak 6neri sistemleri
gelistirmeye baslamistir.

Online seyahat acentalernin énemli sorunlarindan bir bu sistemleri efektif bir
sekilde kullanmak igin ellerinde yeterli kullanici tercihi verisi olmamasi. Bu nedenle
Expedia.com, bir online veri bilimi toplulugunda kendi modelini daha iyi bir noktaya
getirebilmek i¢in bir yarigma diizenlemis ve sirketinde biriktirdigi bir kisim veriyi
yarigmacin katilimcilarina agmistir.

Bu yarigmada kigisel tercihler hakkinda limitli veri bulunan bir veri kiimesi
paylasilmis ve yarigmacilarin veri kiimesini kullanarak kullanicilara en iyi dneriyi yapacak
sistemi gelistirmesi istenmistir.

[1k olarak veri kiimesi incelenmis ve analiz edilmistir. Analiz sonucunda paylasilan
verinin olduk¢a dengesiz bir daglima sahip oldugu goriilmiigtiir. Ayrica veri setinde
beklendigi iizere eksik veriler oldugu tespit edilmistir.

Analiz asamasinda edinilen bilgi kullanilarak dengesiz veri dagiliminda da efektif
bir sekilde calisabilecegi kanitlanmig olan rasgele orman ve kara agac1 algoritmalari
secilerek hedeflenen giktilar elde edilmeye galigilmistir. Segilen algoritmalar optimize
edilmek igin degisik parametrelerle denenmistir.

Sonug olarak rastgele orman algoritmasi ile kurulmus olan modelin var olan bu

kompleks problemi iyi bir performans ile ¢ozebilecegi bulunmustur.

Anahtar Kelimeler: Oneri sistemleri, isbirligine dayal filtreleme.
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1. INTRODUCTION

Since the early 2000s, online travel agencies (OTAs) have become a central online
market source, used by millions of users in all over the world. These agencies do not have
any physical shops or stores. They only operate online, try to build a bridge between online
users and property owners. OTAs are simply an online marketplace wherein property
owners (such as hotels) list their available rooms and services, and users that are looking
for accommodations can easily manage reservations.

Latest developments in machine learning and cloud computing have provided a useful
tool called “recommendation systems™ that is applicable to all online e-commerce and
media sites. Making recommendations to the users became one of the most common
practice in ecommerce to maximize the revenue. Online travel agencies are the market
actors that also have been benefiting from this tool. Most of these agencies set their
strategy to recommend best matching hotels to users according to preferences and needs.

The fact is that OTAs are not a place for a user to build an online profile and specify
her/his preferences by means of likes or interests. These sites have access mostly to the
basics of user profiles. The information that are acquired by the OTAs are often confined
with the responses to questions like the followings: Where do they want to go? When do
they want to go? How many people are they traveling with? This creates the OTAs
inclinations to further consolidate their online recommendation systems, on the one hand,
while at the same time having limited knowledge regarding the profiles and preferences of
users, on the other, creates a hard problem to solve. Being aware of the problematic, one
of the biggest online travel agency Expedia started a competition in an online data science
community called Kaggle. The challenge is to build an algorithm to recommend hotel
cluster that user might be willing to book based on individual preferences of users.

This capstone project is empirically grounded in a research to create an optimal hotel
recommendation systems for Expedia.com customers that are searching for a hotel to book,
while scientifically concerns with building an algorithm to recommend hotel clusters
regarding the personalized preferences of users. As this project confines itself with the case
of Expedia, its material is also limited with the data that is provided by Expedia in Kaggle
competition.” [13,14]

1.1 Recommendation systems

Even though the Recommendation systems (RSs) are well-known in online marketing
world for several years, only in the recent years it has made a breakthrough by the ability
to make predictions in an accurate manner.

In the most simplistic approach, all relevant information regarding the user choices are
gathered by monitoring user behavior or by asking users to building profile with their
preferences. The techniques about collecting information is explained in detail within the
papers [7.8,9]. RSs filter information regarding user preferences on set of items (eg.
movies, songs, books, gadgets, travel destinations). Finally, the system generates a list of
recommendations for user.



Recommendation systems typically produce a list of recommended information
generally in two main ways: collaborative filtering and content based filtering. Recent
studies show there is also a suggestion about hybrid techniques, which makes it a third
option to be used by RCs. [8]

Expedia data set that we select to use in this project only cover features related to users
search preferences. The data does not have any information related with users likes or
preferences. We do not know any solid information on user’s choices on hotel type (if
he/she like an all-inclusive hotel or a boutique hotel). Since the data set that is available
consist of only with real-time search information of users, in this project, we mainly focus
on collaborative filtering method because of the limitations in the data that is already
discussed.

Collaborative filtering (CF) methods are based on collecting and analyzing used
data to generate a model to recommend filtered information to users. These data are mainly
collected from user’s behaviors, activities or preferences. These systems predict what users
will like comparing the similarity with the other users. CF allows users to rate set of
elements, then store and analyze these data to recommend best possible options to the user
[10, 11, 12]. In our project this rating is gathered on bases of whether the search is end up
being a booking.

A key advantage of collaborative filtering is that model does not need to understand
what item offered to the user. Since whole approach is based on preference and behavior,
this approach is capable of accurately recommending complex items.

This approach assumes that users will keep their preferences from the past to the
future. This means that they will like similar kinds of items as they liked in the past.

According to the latest research on collaborative filtering, using side information
can improve collaborative filter — based models [3]. Although the fact that these enhanced
collaborative filtering techniques show promising results, it is not within the scope of this
project because of lack of data.

Content based filtering methods use descriptions of items and profile of the user
preferences for making recommendations. User profile is build up to match with items that
are described with keywords. The main operating structure of content based filtering is to
make recommendation based on users past choices. Various candidate items are compared
with items previously rated by the user and the best-matching items are recommended. “If
the user purchased some fiction films in the past, the RS will probably recommend a recent
fiction film that he has not yet purchased on this website” [2]. This data system analyzes
the profile and matches the items that are matching with the similar items that are selected
by the user in the past.

One of the most interesting approaches in the literature of recommendation systems
is the hybrid recommendation systems.



Papers [5,6] discuss the strengths and weaknesses of knowledge based and
collaborative filtering systems in recommendation systems. They propose to introduce a
hybrid recommendation system which combines two approaches. They discuss that
knowledge based recommendations system can be used as bootstrap of the collaborative
filtering engine if the size of the data is small. Furthermore, the collaborative filter can be
positioned as post filter of knowledge based recommendation system.

The data does not have enough profile data about user’s preferences. Considering this
limitation, content based or hybrid approach is not considered to be fit in this project because of the
data structure that is available in data set.



2. Project Definition

2.1 Problem Statement

Currently, Expedia uses search parameters to adjust their hotel recommendations,
despite the fact that it does not have enough customers to specify data and personalize
them for each user. In Kaggle competition, Expedia asked Kagglers to contextualize
customer data and predict the likelihood that a user will stay at 100 different hotel groups.

2.2 Project Objectives
2.2.1 Understanding the data

The first phase is the understanding of the data with explanatory data analysis. At
this phase, we must find out anomalies, special conditions and correlations between
variables. In this part, we have used several python libraries to understand the distribution
of data. The data will be cleaned up using pandas [18] and numpy [19] library of
python. Visualizations from the explanatory data analysis is done by seaborn [20] and
matlibplot [21].

2.2.2 Data Cleaning and Enrichment

The data cleaning is relevant to clean up noise and anomalies in the data. In
addition, the row data is not suitable to fed into any kind of machine learning algorithm.
Considering that the data set features 37 million observations, we have applied several
feature creation and enrichment methods to be able to create more precise predictions.

One important part in this phase is to keep the balance between bias and variance.
In this manner, the correlation between variables is explored using skit-learn [17] library
feature selection tools.

Finally, with the information from data exploration the imbalanced data is balanced
by dropping click data that is creating anomaly in the data set.

2.2.3 Model Selection

In the model selection phase, firstly we have tried the conventional basic machine
learning models to create a model to solve the recommendation problem. For this purpose,
accuracy scores and mean average precision at 5 are derived to analyze efficiency of the
model. Selected model performed below the expected accuracy metrics. Considering this
we have reevaluated the model and tune it for more precise results.

2.24 Model Tuning

In model tuning phase, we tried to tune the model in order to get better results for
our recommendation problem.



2.2.5 Results and evaluation

The evaluation of the results created by the model are conducted by mean average
precision technique. As a result, the algorithm will recommend 5 clusters according to their
probability. The recommendations will be scored due to the average precision at 5
(MAP@S5). Number five points out that we will predict and recommend 5 clusters for each
user in the data set.

To explain mean average precision, we need to explain average precision first.
Average precision can be explained by following example. We are searching for hotel
cluster of a hotels and we provide our recommendation system a sample hotel search, we
do get back a bunch of ranked hotel clusters (from most likely to least likely). Considering
we might be predicting some of the cluster wrong, we compute the precision at every
correctly hotel cluster, and then take an average. If our returned result is:

User Id > Recommended Hotel Cluster Ids

15, 1,4,100, 73, 8
18, 35, 80, 26, 39, 31
36, 16, 44, 25, 34, 25,
etc.

where the results are hotel clusters that we recommend to user (for the user with Id of 15
we will recommend hotel cluster 1, 4, 100, 73, 8), then the precision at every correct point
is: how many correct hotel clusters have been encountered up to this point (including
current) divided by the total hotel clusters seen up to this point.

Mean average precision is just an extension, where the mean is taken across all AP
scores for many queries, and again the above interpretation should hold true which is
between 0 and 1. Mathematical representation and definition of computation can be found
in [Appendix A - IJ.

2.3 Project Scope

The scope of this project is to create a recommendation to the users, according to which
the given test data that is most relevant. By this way any OTA can maximize their
earnings. This project is limited with the creation of the list of recommendations to users
that is listed in Expedia kaggle.com data set.

This project does not cover any web interface visualization of recommendation system
or implementation to any web site or such.



3. About The Data

Expedia provides logs of customer behavior. These include what customers searched
for, how they interacted with search results (click/book), whether the search result was a
travel package or done by a mobile device. The data in this competition is a random
selection from Expedia and is not representative of the overall statistics.

The data that Expedia shared is listed below as files name.

train.csv - the training set, which covers user search behavior for training purposes
test.cv - the test set, which covers user search behavior for testing purposes
destinations.csv - hotel search latent attributes, which represent a set of destination
related information. The data is represented in a form of numerical values which
might consist of reviews, hotel scores, etc.

The train and destination data set have;

Column name Description
date_time Timestamp
site_name ID of the Expedia point of sale {i.e. Expedia.com, Expedia.co.uk, Expedia.co.jp, ...)

posa_continent

ID of continent associated with site_name

user_location_country The ID of the country the customer is located

user_location_region
user_location_city

orig_destination_distance

user_id

is_mobile
is_package

channel

srch_ci

srch_co
srch_adults_cnt
srch_children_cnt
srch_rm_cnt
srch_destination_id

The ID of the region the customer is located
The ID of the city the customer is located

ID of user

1 when a user connected from a mobile device, 0 otherwise

1if the click/booking was generated as a part of a package (i.e. combined with a flight), 0 otherwise
ID of a marketing channel

Checkin date

Checkout date

The number of adults specified in the hotel room

The number of (extra occupancy) children specified in the hotel room

The number of hotel rooms specified in the search

ID of the destination where the hotel search was performed

srch_destination_type_id Type of destination

hotel_continent
hotel_country
hotel_market
is_booking

cnt
hotel_cluster

Hotel continent

Hotel country

Hotel market

1if a booking, 0 if a click

Numer of similar events in the context of the same user session
ID of a hotel cluster

Table 3-2 Train/Test data set features

Column name

| = | Description

srch_destination_id
¢1-d149

ID of the destination where the hotel search was performed
latent description of search regions

Table 3-1 Destinations data set features

Physical distance between a hotel and a customer at the time of search. A null means the distance could not be calculated



3.1 The Train Data

The train data consists of user’s search related information. To have a deeper
understanding in this data we just need to refer to Expedia.com web site. First thing that
you will meet in the site is a search bar that user can select a destination, check-in, check-
out dates and the room details. Backbone of the train data is constructed by these features.
The origins of data that is included in to train data set is represented Figure 3-1.
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is_package Children count: srch_chitdren_ent

Figure 3-1 Expedia site and origins of features in data set (train)

Some of the user related features like user country (user_ location_ country), user city
(user_ location_ city) or user region (user_ location_ region) are gathered by web analytics
techniques. Having this kind of data in hand is easy for Expedia. Other features such as
(origin_destination_distance) can be drived from these features.

The data that Expedia shared is a good basis to be able predict the hotel clusters that is
the main objective of this project.



3.2 The Test Data

The test data have the same feature set as train data set. The only missing feature is
hotel clusters associated with the given id. Since this data set is taken from a competition,
Expedia keeps resulting labels out for evaluation purposes. In the competition,
participants/competitors are asked to predict hotel clusters in the test set and create a
submission file for evaluation. Since this kind of evaluation is not possible for this project,
the test data set is not used in any calculation or model building purposes. For testing
purposes we use a sample of train data which is does not have the same users whit in the
training set itself.

3.3 The Destinations Data

The destinations data set contains an id that corresponds to srch_destination_id, along
with 149 columns of latent information about that destination. The competition does not
tell us exactly what each latent feature is, but it is safe to assume that it is some
combination of destination characteristics, such as name, description. These latent features
are converted to numbers, so they could be anonymized.



4. Methodology

4.1 Sampling

The observation count in the data set is around 37 million. Since this project is focused
on creating a solution using regular python structure; it is hard to maneuver around the data
with a single treated code structure. Because of this reason the data is sampled in various
ways to find out also the best sampling approach to this kind of problems.

The structure of sampling methods is listed below;

e Method 1: Random sampling with 1 million observations.

e Method 2: Balanced sampling with 4 million observation equally structured from
booking events and click events. (2 million book event, 2 million click events)

e Method 3: Random sampling of 2 million only booking events.

Along with the sampling method listed above we have also tried another one which
is random sampling the raw training data by 20% to be able to create training data set and
5% to be able to create test data set. We have used pandas sampling function with different
random state variables to ensure that we have a two-different data set.

e Method 4: Random sampling of train data by fraction of 20% for training data,
random sampling of train data by fraction of 5% for test data.

We use the sampling method 4 because of the overall consistency that it provides.

4.2 Data Explorations

Data exploration is the first main phase of this project. The aim in the phase is to
understand the distribution and the structure of the data. The outcome and resulting
observations from this phase is represented in this section.

4.2.1 The Train Data

We have found that training data set has 37.670.293 observations and 24 features in
it. There exist tree features as object data type which are time of event, check in and check
out date and time. The remaining variables are integers except origin destination distance.
List of all variables with their relevant data types is represented in Table 4-1.



Variable Data Type  Variable DataType  Variable Data Type
date_time object  is_mobile inté4  srch_destination_id Int64
site_name inté4  is_package int64 srch _destination_type_id int64
posa_ conllnenl inté4  channel _int64 s bookmg ln}g
user_| Igga_tggn country int64 srch_el object ent Int64
user_location_region Iint64 srch L object hotel_continent _ Int64
user_location_city _int64  srch_adults_ent int64  hotel_country Int64
orig_destination_distance  float64  srch_children_ent _ int64  hotel market Int64
user id int64  srch_rm_cnt int64  hotel_cluster int64

Table 4-1 Training data, variables and data types

Top five rows of the train data are represented below in 4.2.

posa_contne wer_kaanion user_lxation user_lozation  sich_dexinan

Fotel_tottn  hotel_cowttr hotel_marke

date_time site_narme 13 _Ceurtry _tighon _thy — I _hpe i is_boskng et em v L Rotel_chuster
1] 1607201495509 2 3 65 138 10057 .. 1 01 2 50 675 ]
1 3312014172727 i 4 195 o1 ars .. 0D 1 ] 151 1136 %
2 solamaiesaie 2 3 o @ awm v LI 2 % @ [
3 201220152305 2 2 3 & 448 .. 1 LI 5 105 3 1
& 35122014 1532.15 24 2 3 51 527 .. 1 01 6 103 a5 23

Table 4-2 Top 5 rows of training data

One of the important thing to understand is the distribution of hotel clusters in the
data. The data is observed to have 100 hotel clusters. It is seen that some hotel clusters
have more observations that others. Since we do not know the basis used in this clustering
that is said to be done by Expedia it is hard to make any solid extractions.

The only extraction we might come up from this distribution is that the observation
frequency of hotel clusters is not uniform or balanced. This indication creates highly

complex problem for project to overcome.
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We would like to understand how the hotel clusters distributed over continents. It
seems that hotel continent 2 has the biggest number of hotel clusters. It is very strong that
hotel continent 2 is North America. Also by checking user locations we see that the there is
a peak at user location 50 which might be United States.

",‘_‘_,-,.—.\,."\1",-_f*w‘ bt )

Fon/esndMhas S s S

peacacer = 0019, p =0

pearsary = G013 p = 0 0034
6 - IR m— b
PIDeAn B OUD SRITIR @ EWYT GNP T Be {
E 150
E -
e g
£ £ 100
§ 3 = |
4 : T e T Iy L‘
£ o P e ] -
i . g 2 f—
i B Al 0 IS )
1 e
o
-1 50 .
g ° R 8 8 B 2 2 i “ R g g a g 5
' Hotel Crasters . Hotet Clusters
Figure 4-2 Hotel Cluster vs. Hotel Continent Figure 4-3 Hotel Cluster vs. User Location Country

Further in to explanatory data analysis we try to understand the distribution of
booking and click events. As shown by Figure 4-4 much more click event exists in the data
set than booking event.
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foakings & Clicks

Figure 4-4 Distribution of Booking and Click events

0

Lastly, for the model building process, we would like to understand the correlation
between features and hotel cluster. As by Figure 4-5, there is no significant correlation
between any of the features. Keeping this in mind we decide to keep all the features with in
the data set for model building phase.
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Figure 4-5 Training data - Feature correlation matrix

4.3 Data Cleaning and Enrichment

By the knowledge, we gain from explanatory data analysis new features are generated
and included in further phases of the model building process.

Because of the huge sample we have, with enough observations that is available, all
rows for check in and check out dates that are missing any value is removed from the data.
It is considered that the effect of these rows to the overall consistency of the model is
negligible.

The other part of the NaN values is mostly available in origin to destination
variable. These rows also are also not included into the model and it is also considered as
negligible.

We have split the event date variable and create the following variables:
Event seasons; that we use event month to find the event period. The features can get
either True: 1, False:0. The features in this part are particularly important because users
tend to select a different type of hotel according to the season that they are in.

event_is_winter: showing if the search event is done in winter time.
event_is_fall: showing if the search event is done in fall time.
event_is_spring: showing if the search event is done in spring time.
event_is_summer: showing if the search event is done in summer time.
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Event day classifications: if the search event done in weekdays or weekend. The
features can get either True: 1, False:0.

e event_weekday: showing if the search event is done in weekday.
e weekend_event: showing if the search event is done in weekend.

Event date values: We have split and breakdown the check-in and check-out related
date information.

e event_month: showing search event month
e event_day: showing search event day
e event_year: showing search event year

Event timing classification: The time of the day influences booking habits. Users tend
to have more booking in evenings. This may influence the hotel cluster that they are
willing to stay. The features can get either True: 1, False:0.

e event_is_late_night: showing if the search event is done in between 24:00 and 6:00.

e event_is_early_morning: showing if the search event is done in between 6:00 and
8:00.

e event_is_morning: showing if the search event is done in between 8:00 and 10:00.

e event_is_mid_day: showing if the search event is done in between 10:00 and 14:00.

e event_is_afternoon: showing if the search event is done in between 14:00 and
16:00.

* event_is_evening: showing if the search event is done in between 16:00 and 20:00.

e event_is_night: showing if the search event is done in between 20:00 and 24:00.

Check-in, check-out seasons: that we use check-in, check-out month to find the event
period. The features can get either True: 1, False:0. The features in this part are particularly
important because users tend to select different type of hotel according to the season that
they are traveling. The features can get either True: 1, False:0.

srch_ci_winter: showing if the check-in period is winter.
srch_ci_summer: showing if the check-in period is summer.
srch_ci_fall: showing if the check-in period is fall.
srch_ci_spring: showing if the check-in period is spring.
srch_co_winter: showing if the check-out period is winter.
srch_co_summer: showing if the check-out period is summer.
srch_co_fall: showing if the check-out period is fall.
srch_co_spring: showing if the check-out period is spring.

Check-in, check-out date values: We have spited and breakdown the check-in and check-
out related date information.

e srch_ci_month: showing check-in month

e srch _ci_day: showing check-in day
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srch_ci_year: showing check-in year
srch_ci_month: showing check-out month
srch_ci_day: showing check-out day
srch_ci_year: : showing check-out year

Also, accommodation related features are created based on the search criteria.

night of stay: created by subtracting check-in date and check-out date

adult_per_room: creates by dividing adult count by room count

children_per room: created by dividing children count by room count

person_per_room: created by dividing the total of children and adult count to room count

Finaly we apply principle component analysis to destinations data to reduce the
dimensionality of data to 3 features. To be able to include this into model data we have
merged the data frame with the train data set.

4.4 Model Selection

We have tried to solve this problem with different approaches. One of the best
performing approach is to build a model using random forest algorithm.

We have tried building models using algorithms listed below.

* Gaussian Naive Bayes

* Decision Tree

* K - Nearest Neighbors

* Linear Discriminant Analysis

* Logistics Regression Classifier
e Multi-Layer Perceptron Classifier
¢ Random Forest

e Adaboos

* Bagging

* Voting Classifier

*  Support Vector Machines

4.4.1 Selected Algorithms

One of the important limitation in this project is to have an unbalanced data. We
have tried to balance the 100 cluster hotel data by sampling but the result is a loss of huge
amount of observations. Keeping this in mind we mostly used the algorithms which have
ability to handle this situation. Following algorithms have class weight support that one
can assign a weight to hotel clusters, according to cluster distribution to balance it with
weigth. [24,25,26]

These algorithms are: Random forest, decision tree, K- nearest neighbors, voting
classifier.
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There is a slight difference in K nearest neighbor’s (KNN) algorithm to calculate class
weights. We have used KNN attribute that is called “weights = distance”. It is described in
skit-learn documentation as given below:

“distance: Weight points by the inverse of their distance. In this case, closer neighbors
of a query point will have a greater influence than neighbors which are further away.”
[24]

This difference in the KNN’s calculation algorithm also reflected into the results in
favor of poor performance. Although the fact that KNN performs less accurate compared
to others, it still performs better than unbalanced models.

Voting classifier does not have any class weight support, but since we have fed
random forest, decision tree and KNN to it. It has delivered relatively good result
compared to the unbalanced models. It performs little better than KNN algorithm. The
performance does not seem enough, so we decide to remove it from further tuning effort.

We use MAP@5 metric to compare that how well the models perform. We set the
basis of the performance metric by benchmarking with the results that is listed in the
Kaggle site. Decision tree and random forest perform similar which is above 0.3 (which is
so we act in favor of further tuning these algorithms.

4.4.2 Discarded Algorithms

Below listed algorithms are discarded for various reasons that is explained in this
chapter.

Gaussian Naive Bayes (GNB)

Linear Discriminant Analysis (LDA)
Logistics Regression Classifier (LRC)
Multi-Layer Perceptron Classifier (MLPC)
Adaboos

Bagging

Support Vector Machines

We use the same benchmarking that we used as we are selecting best performing
models. GNB, LDA, LRC and MLPC performed poor with our model since the accuracy
score and MAP@5 is below 0,2 we choose to not to further tune these algorithms.

We have also tried adaboost, bagging algorithms with our model. Because of the large
sample that we are using, algorithms do not finish the training instead they depleted the
memory and force script to kill. Because of this reason, we remove these algorithms from
model tuning phase candidates.

SVM is discarded because of the amount of computing time. As described in the skit-
learn web site;
“The fit time complexity is more than quadratic with the number of samples which
makes it hard to scale to dataset with more than a couple of 10000 samples.” [23]
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The outputs of the discarded algorithms show in Figure 4-6;

Accuracy & MAP@5 - Discarded Algorithms

KNN

LDA

GAUSIAN-NB

MLPC

0.1

0.15 0.2 0.25 0.3

“ MAP@5 m Accuracy

Figure 4-6 MAP@S & Accuracy output of discarded models

4.5 Model Tuning

In this phase, we have worked further in our models that are build using decision tree
and random forest algorithms. For both, we have tried several different scenarios where we
tune the parameters that we are passing to the function. Below you may find the different
variations. All scenarios keep n_jobs parameter set to -1 which is setting the number of
jobs to in parallel to number of processor cores for a better computing time. Also, class
weight is set to “balanced” because the data set is found out to be unbalanced.

Mocel Parmeters
Madel No n_estimators | min_samples_leaf|  max_features ooh_scoee min_samples_leaf MAPE S Scorp Accuracy Soare
1.Random Rorest 150 2 None FALSE 1 04215 0,3549
2Aandom Aorest| 150 10 _Nome | TRUE 1 03329 | oaiss
3.8andom Rarest 150 50 wgrt TRUE 1 0,30582 0,1350
4.Aandom Rorest | 150 153 “re FALSE 1 0,2752 0,1612
| Macel Parmeters
Madel No max_depth min_samples leal|  man features I splitter min_sarnples leal MAPES5 Score Accurary Score
1DecisionTree | Mone R _ Mone [sest 1| nam 03713
2.Dedision Tree Nanz 0 None Hest 1 0,32582 0,2132
3.Decision Tree | Nong 50 sart Rancom 1 0,2827 0.1626
4.0ezision Tree | Nans 2 sgrt Rancaom 1 0,2217 0,1426

Table 4-3 Model tuning matrix for Random Forest and Decision Tree

As clearly seen on the table 4-3, random forest brings the best result with the given
parameters. The parameter definitions can be found in [Appendix A - II]
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5. Results

The result we gain from two candidate models is promising. Where random forest
model out performs decision tree classifier. The scores- calculated using MAP@5
criterion- for all considered methods are shown in Figure 5-1.

Accuracy & MAP@5 - balanced algorithms

RANDOM FOREST

DECISION TREE

VOTING CLASSFIER

| | |
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45

u MAP@5 m Accuracy

Figure 5-1 MAP@5 & Accuracy output of selected models

One of the algorithms that we use is the Voting classifier. The voting classifier is used
to combining conceptually similar algorithms for classification via majority voting. Since
we use prediction probabilities to create best matching cluster label set for each user, we
select soft voting. In soft voting, we predict class labels by averaging the class
probabilities. [27]

We have built a model over voting classifier using random forest, decision tree and
KNN expecting to be a better learner than all tree. The voting classifier used with “soft
voting” option to be able to handle the probabilistic approach that we are following.

In contrary to our expectation the voting classifier model did not perform as well as
expected. We are expecting to have a better result than random forest and decision tree
classifier, but it delivered a result approximately same with decision tree classifier.

As expected tree based algorithms perform well under the give circumstances. Because of
the nature of the tree based algorithms ability to maximize the information gain the results
that are generated by them is relatively good. As an information gain criterion we set it to
“gini”. We found relevant research that shows as information gain criterion “gini”
performs well under similar conditions.[28]

Decision tree classifier performed well in tuning phase to become a candidate to be
considered as a usable model for this problem. Although the fact that it is still out
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performed by random forest model. The model delivered MAP@5 score around 0.37
which is better a good score considering the complexity of this problem.

The result and the confusion matrix for decision tree classifier is shown in Figure 5-3.

It clearly demonstrates, decision tree model’s ability to predict true labels.
First Prediction 5 Predictions

Zevinon Bow Cirmier Cardovo warss wbhod rerestosmes o s e Slabaes Muvaniang iwdam v i

MAP@S:
0,378087165846

i : . Accuracy:
ol ., |0 0,371309510564

Figure 5-2 Output of Decision Tree Algorithm

The random forest model has critical advantages in this project. One important future
of random forest is that it could easily handle unbalanced data. They also do not require
binary encoding of features since they can learn that those features are categorical just by
training. Moreover, their weak learner trees are equally likely to consider all variables.
This is crucial in the problem because there is a few features which are very dominant over
others. Therefore, other models always pick those dominant features first to make
decisions. Conversely, for each grown weak tree, random forests randomly determine the
set of features to be used. So, every feature has a chance to provide information.

Using all the advantages that is described above random forest became the best
performing algorithm for the created model. The metrics and confusion matrix for random
forest is as given below.

First Prediction 5 Predictions

MAP@5:
0,42150084118

Accuracy:
| . ; 0,354903563831

Figure 5-3 Output of Random Forest Algorithm
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Compared to decision tree classifier it performed better. Since we are working on a
problem with a 100 cluster, event smallest bit of performance is important and make a
huge difference in the real-world practice. For this problem, we clearly choose to use
random forest model.

5.1 Conclusion and Next Steps

The training dataset was analyzed by various machine learning algorithms that helped
us come up with classification models for the hotel recommendations system. The dataset
has multiple classes without any significant perceived pattern that relates them to the
features. Moreover, most of the data is anonymized and missing which restricts the feature
creation significantly.

The most challenging part of the implementation is to create meaningful features out of
the data set. The exploration of the data, took a long time because of the size of the data
set.

This initially made it difficult to achieve reasonable accuracy. After we applied
Clustering and Ensemble methods, we could achieve noticeable increase in accuracy and
mean average precision. The highest observed was by the random forest, as it handles the
unbalance data efficiently.

Considering the complexity of the problem at hand, there is a lot of room for
improvement in the future work. Firstly, the data set that is shared can be used better if the
coding structure modified in a distributed system like pySpark. A Hadoop cluster can
process this kind of huge data easily. With a distributed system (which is not in scope of
this project) more complex models can be build. In general, any computing which
employs in-memory computing can deliver faster results with reliable outcomes.

Our proposal for the next step of this project is to employ a computing system with in
memory support.
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6. Social and Ethical Aspects

The recommendation system usage by OTA can be discussed several ways. The first
point in the usage of these systems is to optimize profit flow by increasing the conversion
rate of the users. In this manner, most of the OTA’s adjust their reccommendation system in
the favor of highly converting hotels or hotel clusters.

This fact is open to discussion in an ethical manner. Is it ethical to knowingly divert
users to highly converting hotels, even though their choice might match better with some
other hotel? In this situation, it is OTA’s decision to better satisfy user’s needs, and create
a plain game field for hotels, or optimize their income.

Lately new generating of OTA which is concentrated on the P2P business model,
prefer to make their decisions more in the favor of better satisfying their user’s needs. This
approach might be the starting point for creating more transparent interaction between
OTA'’s and their users.

Another important fact is that recommendation systems are bounded by their
algorithms performance. It is not likely for an algorithm to recommend a single traveler a
hotel that is highly preferred by families. This fact has a potential to limit individual’s
potential by not letting the user experience different experiences.

This kind of recommendations systems keeps OTA users always in their comfort zone.
Which also open for discussion on a social dispute. Is it socially meaning full to limit the
expectation of user according to past preferences? Or with the users that have similar
preferences?

On the other hand, since travel is a leisure activity, we might consider that users might
want to stay in their comfort zone.

As a conclusion, the discussion about social and ethical aspects of recommendation
systems is a complex field. Profit versus user preferences or comfort zone versus new
experiences, these facts are always bounded with the algorithms capabilities. We believe
with the latest developments in the machine learning technologies this kind of multi-tenant
algorithms will emerge. [12]
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7. Value Delivered (Contribution)

Once this competition is published in Kaggle.com by Expedia most of the competitors
find a data leak in the data set. Which users that employ this approach create outstanding
MAP@5 scores with just using one feature. Since this is a competition people who employ
this method is grow exponentially. The resulting leaders of the competition win by
employing this approach. Since this is a real-life problem where the chance of finding out a
data leakage is low it is not possibly applicable.

Our contribution in this problem is to create a model without employing the data
leakage approach. Although the fact there exist similar work to overcome this problem
with a relevant machine learning model, it is still not enough to create a basis solve this
problem in a more accurate way.

The feature creation process to enrich the data is have an important role in this process.
Created features can easily be used in real life problems to extend the one’s ability to
understand and explore further details about their users.

We building our models based on involved ranking of clusters by their predicted class
probabilities which seems fair. Also, used their ability to handle unbalanced data by
assigning weights to certain clusters.

Well performing models in recommendation systems as ours are mostly developed,
having the idea of creating a business value out of it. They are not open-sourced, instead
they are sold by companies who developed them. Our approach is to provide a well
performing model to the open-source community, where other people can benefit and
create something special by employing our model as a basis.

In this manner, the model that we have coded can be found in Github as an open-source
library which is open to any ones use for free. [Appendix B]
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IL.

APPENDIX A

Mean Average Precision
Average precision is defined as below;

5

ap@s =2 k=P

min(m, 5)
where P(k) means the precision at cut-off k (amount of suggestions that we will
make for one user) in the item list, and m is the number of relevant items in the
list. P(k) equals 0 if k -th item is not relevant. If the denominator is 0, the result
is set 0.
The mean average precision for N users at position 5 is the average of the
average precision of each user, i.e.,

MAP@5 = Z !

i=1

4P@2L
N

Random Forest Parameters

n_estimators: integer, optional (default=10)
The number of trees in the forest.

min_samples_leaf: int, float, optional (default=1)

The minimum number of samples required to be at a leaf node:

o Ifint, then consider min_samples_leafas the minimum number.

o If float, then min_samples_leafis a percentage and ceil (min_samples_leaf
*n_samples) are the minimum number of samples for each node.

oob_score: bool (default=False)
Whether to use out-of-bag samples to estimate the generalization accuracy.

class_weight: dict, list of dicts, “balanced”,

“balanced_subsample” or None, optional (default=None) Weights associated
with classes in the form {class_label: weight}. If not given, all classes are
supposed to have weight one. For multi-output problems, a list of dicts can be
provided in the same order as the columns of y.

Note that for multioutput (including multilabel) weights should be defined for
each class of every column in its own dict. For example, for four-class
multilabel classification weights should be [{0: 1, 1: 1}, {0: 1, 1: 5}, {0: 1, 1:
1}, {0: 1, 1: 1}] instead of [{1:1}, {2:5}, {3:1}, {4:1}].

The “balanced” mode uses the values of y to automatically adjust weights

inversely proportional to class frequencies in the input data
as n_samples / (n_classes * np.bincount(y))
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The “balanced_subsample” mode is the same as “balanced” except that weights
are computed based on the bootstrap sample for every tree grown.

For multi-output, the weights of each column of y will be multiplied.

Note that these weights will be multiplied with sample_weight (passed through
the fit method) if sample weight is specified.

max_features: int, float, string or None, optional (default= “auto™)
The number of features to consider when looking for the best split:

o Ifint, then consider max_features features at each split.

o If float, then max_features is a percentage and int (max_features *
n_features) features are considered at each split.

If “auto”, then max_features=sqrt(n_features).

If “sqrt”, then max_features=sqrt(n_features) (same as “auto”).

If “log2”, then max_features=log2(n_features).

If None, then max_features=n_features.

O O O O

Note: the search for a split does not stop until at least one valid partition of the
node samples is found, even if it requires to effectively inspect more
than max_features features. [24]

Decision Tree

splitter: string, optional (default= “best™)
The strategy used to choose the split at each node. Supported strategies are
“best” to choose the best split and “random” to choose the best random split.

max_depth: int or None, optional (default=None)
The maximum depth of the tree. If None, then nodes are expanded until all

leaves are pure or until all leaves contain less than min_samples_split samples.

max_features, class_weight, min_samples_leaf and min_samples_leaf is given
in the [Appendix A - II] and same as random forest classifier parameters. [25]
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APPENDIX B

We have maintained a GitHub repository for all implementations related to this
project. All the changes have been pushed to the following repository:

Project hub in Github - https:/github.com/cemkilicli/bda_capstone project

We have used Python as our development language, and the interpreter is Python
2.7. The following additional package is used for helping with the data-processing, and
graph plotting tasks:

Pandas — for data processing [18]
Numpy — for data processing [19]
Matplotlib — for plotting graphs [20]
Seaborn — for plotting graphs [21]

The following library is used as an aid to perform machine learning algorithms;
e Skit-Learn — for machine learning algorithms [17]
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