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EXECUTIVE SUMMARY 

 

WRANGLING WeRateDogs TWITTER DATA TO CREATE INTERESTING AND 

TRUSTWORTHY EXPLORATORY / PREDICTIVE ANALYSES AND 

VISUALIZATION USING DIFFERENT MACHINE LEARNING ALGORITHMS 

 

Esra Arı 

 

 

Advisor: Prof. Dr. Özgür Özlük 

 

SEPTEMBER, 2018,  33 pages 

 

 

 

Social media usage has rapidly grown in recent years and knowledge in these 

environments increased due to this expansion. Therefore, doing exploratory and predictive 

analysis from intensive data of social media became so popular. However, almost all of the 

large datasets obtained are uncleaned / raw data. Therefore, the assessing and cleaning of 

the data is at least as important as the exploratory and predictive analysis. The open source 

WeRateDogs twitter account tweets have been gathered, assessed, cleaned, analyzed and 

predicted for this thesis. As a result of the study, it was understood that the most important 

and most time-consuming part of the predictive data analysis is the data gathering and 

cleaning. As a result of this project, probability of dog’s breed whether retriever or not is 

predicted from the tweet’s text body.  

 24 points increase (%34 change) in accuracy values has been achieved by doing 

oversampling in the data sets which contain low event observation. At the same time, the 

decision tree, logistic regression and random forest algorithms are compared and it is 

shown that the random forest's model performance is better than the others. The algorithm 

works 13 points better than logistic regression, 21 points better than decision tree. 
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WERATEDOGS TWITTER HESABININ VERİLERİNİN KEŞFEDİCİ VE 
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Son yıllarda artan sosyal medya kullanımı, bu mecralardaki bilgi birikimi 

arttırmıştır. Artan bu bilgi yoğunluğu sosyal medyadan veri elde etmeyi ve bununla hem 

keşifçi hem de tahminsel analizler yapmayı popüler hale getirmiştir. Fakat elde edilen 

büyük verilerin neredeyse hepsi temizlenmemiş/ham veri durumundadır. Dolayısla verinin 

doğru bir şekilde temizlenmesi ve incelenmesi en az keşifçi ve tahminsel analizler kadar 

önemlidir Bu bitirme tezi için farklı kaynaklardan kirli veriyi toplamak, değerlendirmek, 

temizlemek, keşifçi ve tahminsel analizler yapmak amacı ile açık kaynaklı olan 

WeRateDogs twitter hesabının tweetleri kullanılmıştır. Yapılan çalışma sonucunda 

tahminsel veri analizinde aslında en önemli ve en çok zaman alan kısımın veriyi toplama 

ve temizleme olduğu anlaşılmıştır. Bu projenin çıktısı olarak sadece atılan tweet’in içerdiği 

yazı bilgisi ile köpeğin türünün retriever olup olmadığı tahminlenmiştir.  

Yapılan tahminleme sürecinde düşük olay gözlemi içeren veri setlerinde fazladan 

örneklem yapılarak modelin doğruluk değerini 24 puan artması sağlanmıştır. Aynı 

zamanda karar ağacı, lojistik regresyon ve random forest algoritmaları karşılaştırılmış, 

random forest’ın model performansı açısından karar ağacı modellerinden iyi olduğu 

görüşmüştür. Bu doğrultuda random forest modeli karar ağacı modelinden 21 puan, lojistik 

regresyon modelinden ise 13 puan daha iyi doğruluk değeri almıştır. 
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1. INTRODUCTION 

 Big data platforms became so popular due to increasing in diversity of used tools 

for big data management and accumulated data. Many articles have emphasized how 

important Twitter data is actually in terms of prediction (Gayo-Avello, 2012). There are 

many platforms and languages to gather, asses, clean, modifiy and analysis the data. All 

these platforms are differentiated with each other for the purpose of usage. While some 

tools are good in gather and stroge data such as SQL, some tools are realy convenient in 

exploratory and predictive analysis.  

It is important to keep in mind that real-world data is rarely clean.  Therefore, big 

data that gathered from variety of sources and in variety of formats should be assessed 

according to its quality and tidiness and cleaned using R, Python and their libraries. This is 

called data wrangling. Without doing data wrangling, it is impossible to make any 

descriptive and predictive analyses.  

The dataset that will be wrangled and predicted is the tweet archive of Twitter user 

named @dog_rates, also known as WeRateDogs. WeRateDogs is a Twitter account that 

rates people's dogs with a humorous comment about the dogs. These ratings almost always 

have a denominator of 10 and numerators of these ratings are greater than 10 such as 

11/10, 12/10, 13/10, etc. because they are good dogs. WeRateDogs has over 4 million 

followers and has received international media coverage. 

WeRateDogs’ Twitter archive was downloaded to use in this project. This archive 

contains basic tweet data (tweet ID, timestamp, text, etc.) for all 5000+ of their tweets as 

they stood on August 1, 2017. 

 

Figure 1. Image taken from Boston Magazine1 

                                                 

1 Retrieved from: https://www.bostonmagazine.com/arts-entertainment/2017/04/18/dog-rates-mit/ 
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1.1 Which Software Should be Used? 

In this project the following software are used:  

 Jupyter Notebook gives easy to understand documentation.  

 The following packages (libraries) needed to be installed.  

o pandas 

o NumPy 

o requests 

o tweepy 

o json 

o re 

o seaborn 

o os 

o matplotlib.pyplot 

 Microsoft Azure Machine Learning Studio 

1.1 Aim of Project 

Project goal is wrangling WeRateDogs twitter data to create interesting and 

trustworthy exploratory / predictive analyses and visualization using different machine 

learning algorithms. The Twitter archive is great, but it only contains very basic tweet 

information. During this project, additional data gathering, assessing and cleaning 

processes have been completed for worthy analyses and visualizations. In addition to that 

trying different machine learning algorithms for both unsupervised sides like data 

extraction, dimension reduction and supervised side like random forest, decision tree 

increased the model performance.  

1.1.1 Enhancing the WeRateDogs Twitter Archive 

The WeRateDogs Twitter archive contains basic tweet data for all 2356 of their 

tweets. So far following features were generated: each tweet's text, which is used to extract 

rating, dog name, and dog "stage" to make this Twitter archive "enhanced.". The extracted 

data from each tweet’s text is shown below. 
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Figure 2. Extracted Data 

The data is programmatically extracted. Ratings are probably not fully correct.Same 

situation is valid for the dog names and probably dog stages too. Therefore, data is needed 

to be assessed and cleaned. 

1.1.2 Additional Data via the Twitter API  

Back to the basic-ness of Twitter archives: retweet count and favorite count are two 

of the notable column omissions. Fortunately, this additional data can be gathered from 

Twitter's API. Therefore, this valuable data will be gathered querying Twitter's API. 

Details is explained in chapter 1.2.. 

1.1.3 Image Predictions Filed  

There is a neural network that can classify breeds of dogs. The results: a table full 

of image predictions (the top three only) alongside each tweet ID, image URL, and the 

image number that corresponded to the most confident prediction (numbered 1 to 4 since 

tweets can have up to four images) are given by Udacity e-learning platform. 

 

Figure 3. Tweet Image Prediction Data 

 

 



 4 

 

So, for the last row in that table: 

 tweet_id is the last part of the tweet URL after "status/": 

https://twitter.com/dog_rates/status/889531135344209921 

 p1 is the algorithm's #1 prediction for the image in the tweet: golden 

retriever 

 p1_conf is how confident the algorithm is in its #1 prediction: 95% 

 p1_dog is whether or not the #1 prediction is a breed of dog: TRUE 

 p2 is the algorithm's second most likely prediction: Labrador retriever 

 p2_conf is how confident the algorithm is in its #2 prediction: 1% 

 p2_dog is whether or not the #2 prediction is a breed of dog: TRUE 

 etc. 

For instance, the #1 prediction for the image in that tweet was spot on: 

 

Figure 4. Taken from Twitter:2 

                                                 

2 Twitter. Retrieved from: https://twitter.com/dog_rates/status/889531135344209921 
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2. LITERATURE REVIEW 

1.2 Twitter API Usage 

In this project, Tweepy have been used to query Twitter's API for additional data 

beyond the data gathered from WeRateDogs Twitter archive. As it mentioned in 

introduction section, this additional data includes retweet count and favorite count. 

Some APIs are completely open, like MediaWiki (accessed via the wptools library), 

others require authentication. The Twitter API is one that requires users to be authorized to 

use it. This means that before running API querying code, Twitter application is needed to 

be set up. And before that, a Twitter account must be signed up on behalf of an individual. 

In the reference section, the guide is given. Once all the setup is ready, the following code, 

which is provided in the references, the tweepy documentation, will create an API object 

that enables to gather Twitter data. 

 

Figure 5. Phyton Code in Jupyter Notebook 

Tweet data is stored in JSON format by Twitter. Getting tweet JSON data via tweet 

ID using Tweepy is described well in this StackOverflow answer. Note that setting the 

tweet_mode parameter to 'extended' in the get_status call, i.e., api.get_status(tweet_id, 

tweet_mode='extended'), can be useful.  (Pieters, 2015) 

1.2.1 Twitter's Rate Limit 

Twitter's API has a rate limit. Rate limiting is used to control the rate of traffic sent 

or received by a server. In addition, Twitter indicates that rate limits are divided into 15 

minute intervals as per Twitter's rate limiting info page is given in the references section. 

In order to query all of the tweet IDs in the WeRateDogs Twitter archive takes 20-

30 minutes of running time approximately. Printing out each tweet ID after it was queried 
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and using a code timer given in the refences were both helpful for sanity reasons. Setting 

the wait_on_rate_limit and wait_on_rate_limit_notify parameters to True in the tweepy.api 

class is useful as well. 

1.2.2 Writing and Reading Twitter JSON  

After querying each tweet ID, its JSON data should be written to the required 

tweet_json.txt file with each tweet's JSON data on its own line. Then this file will be read, 

line by line, to create a pandas DataFrame that will be assessed and cleaned. Reading and 

Writing JSON to a File in Python article from Stack Abuse given in the references will be 

used for writing and reading Twitter Json data. 

1.3 Feature Hashing 

It is stated that one of powerful machine learning algorithm for similarity search, 

grouping and classification is hash-based indexing (Stein, Fuzzy-Fingerprints for Text-

Based Information Retrieval, July 2005). It provides an efficient and reliable ways to 

overcome different retrieval tasks (Stein & Potthast, 2014). 

In the Azure environment, feature-hashing node converts unique tokens into 

integers. It operates on the strings that does not perform any linguistic analysis or 

preprocessing and it only works with English strings. 

According to Astala, Ericson, Martens, & Petersen, the advantage of using feature 

hashing is representing text documents of variable-length as numeric feature vectors of 

equal-length, and achieve dimensionality reduction. In contrast, if the text column is used 

for training as is, it would be treated as a categorical feature column, with many distinct 

values. Having the outputs as numeric also makes it possible to use many different 

machine learning methods with the data; including classification, clustering, or information 

retrieval. Because lookup operations can use integer hashes rather than string comparisons, 

getting the feature weights is also much faster (Astala, Ericson, Martens, & Petersen, 

2018). 

1.4 Principle Component Analysis 

Big datasets have become popular in the recent years; however, they are also hard 

to explain, work and interpret. One of the technique of reducing the dimensionality of such 

dataset is Principal component analysis (PCA) which helps to increase interpretability but 
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at the same time minimize information loss (Shlens, 2015). It creates new uncorrelated 

variables that successively maximize variance (Jolliffe & Cadima 2016). 

In the Azure Machine Learning Studio, the Principal Component Analysis works by 

taking a set of feature columns in the provided dataset and creating a projection of the 

feature space that has lower dimensionality. Identifying a feature subspace that captures 

most of the information in the complete feature matrix is made by PCA algorithm while 

using randomization techniques. Therefore, reducing the effect the transformed data 

matrices help to reduce the effect of noise and minimize the risk of overfitting by capturing 

the variance in the original data (Astala R. , Ericson, Martens, & Takaki, 2018). To get 

more information about the PCA approaches used in module following articles can be 

investigated  (HALKO, MARTINSSON, & TROPP, 2010) (Karampatziakis & Mineiro, 

2013). 
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3. METHODOLOGY 

Tasks in this project are given following: 

 Data wrangling, which consists of: 

o Gathering data 

o Assessing data 

o Cleaning data (Missing value treatment) 

o Storing/Exporting data 

 

 Exploratory Data Analysis 

o Analyzing data 

o Visualizing data 

 

 Predictive Data Analysis 

o Editing Metadata 

o Missing Value Treatment 

o Feature Extraction / Feature Hashing 

o Dimension Reduction / Principle Component Analysis 

o Using different sampling techniques such as oversampling  

o Data splitting 

o Normalizing Data ( if it is necessary ) 

o Trying different supervised machine learning algorithms with 

different parameters (Random forest, logistic regression and boosted 

decision tree algorithms were applied for this project on Azure 

network). 

 Reporting on 1) data wrangling efforts and 2) data analyses and 

visualizations 3) prediction methodology in an executive way with 

Microsoft Word 

 As stated in the appendix, clearly defined data munging and data analysis 

efforts are attached. 



 9 

 

3.1 Gathering Data for Project 

Three pieces of data gathered as described below in a Jupyter Notebook  

1. The WeRateDogs Twitter archive includes 2356 observations and 17 

features. 

2. The tweet image predictions, i.e., what breed of dog (or other object, animal, 

etc.) is present in each tweet according to a neural network. This file 

(image_predictions.tsv) is hosted on Udacity's servers. It has 2075 entries 

and 12 columns without any missing values. 

3. Each tweet's retweet count and favorite (like) count at minimum, and any 

additional data. Using the tweet IDs in the WeRateDogs Twitter archive, 

query the Twitter API which is mentioned in Twitter API section detailed 

for each tweet's JSON data using Python's Tweepy library and store each 

tweet's entire set of JSON data in a file called tweet_json.txt file. Each 

tweet's JSON data should be written in its own line. Then read this .txt file 

line by line into a pandas DataFrame with (at minimum) tweet ID, retweet 

count, and favorite count. It includes 3715 entries and 11 columns. 

3.2 Assessing Data for Project 

After gathering each of the above pieces of data, it is required to assess them 

visually and programmatically for quality and tidiness issues. With this aim, each three 

pandas data frame gathered previous section will be investigated in this section.  Assessing 

data has done both visually (scrolling through the data in your preferred software 

application) and programmatically (using code to view specific portions and summaries of 

the data). Both quality and tidiness issue were noted end of this section. Also, sources of 

low quality /dirty and messy/untidy data were mentioned shortly. 

3.2.1 Sources of Dirty and Messy Data 

Dirty data is also called as low quality data or content issues. There are lots of sources 

of dirty data. Basically, anytime humans are involved, there's going to be dirty data. There 

are lots of ways in which we touch data we work with. 

 user entry errors 
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 no data coding standards, or having standards poorly applied, causing problems in 

the resulting data 

 integrated data where different schemas have been used for the same type of item 

 legacy data systems, where data wasn't coded when disc and memory constraints 

were much more restrictive than they are now. Over time systems evolve. Needs 

and data changes 

 no unique identifiers it should 

 lost in transformation from one format to another 

 programmer error 

 corrupted in transmission or storage by cosmic rays or other physical phenomenon 

 

Messy data is also called as untidy data or structural issues. Messy data is usually the 

result of poor data planning or a lack of awareness of the benefits of tidy data. Fortunately, 

messy data is usually much more easily addressable than most of the sources of dirty data 

mentioned above. 

 

3.2.2 Noted Quality and Tidiness Issues 

df1 : WeRateDogs Twitter Dataset  

It includes 2356 entries and 17 columns.  

 Quality 

- Names column should be cleaned, there is invalid records like a, the, an, the, 

very, unacceptable which is start with lowercase. 

- timestamp, retweeted_status_timestamp column type should be date instead 

of object. 

- text includes "'&amp;" instead of "&". 

- invalid rating_denominator (different than 10). However, rating_demoniator 

checked manually and found that they are true denominators, so there is no 

problematic extraction from text. 

- Tweets_ids with no images however this problem will be solved with using 

image prediction dataset. Because, prediction which do not have any image 

is not expected. 
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- Missing values expressed as "none" (name, duppo, flopper, etc.). 

- in_reply_to_status_id, in_reply_to_user_id, retweeted_status_id, 

retweeted_status_user_id data types should be integer instead of float. 

- Only original ratings (no retweets) that have images are needed. 

- From the source column, via which channel users connected to twitter. 

Therefore, column should be cleaned. 

- excluding any tweet that is a retweet. 

 

     

Tidiness 

- joining with tables df2 and df3. 

- getting together stages in one column. 

- adding new features like gender, etc. 

 

df2 : Image Prediction Dataset 

Great dataset which has 2075 entries and 12 columns without any missing values.  

Quality 

- Missed ID's exists in the dataset compare to d1 

- Duplicated jpg_url 

- p1, p2, p3 columns should be standardized as all lowercase and "-" 

expression should be removed. 

 

 

Tidiness 

- joining with tables df3 and df1. 

- creating final dog prediction 

 

df3 : Tweepy API Dataset  

It includes 3715 entries and 11 columns.  

Quality 

- contributors, coordinates, place and geo features should be excluded due to 

high missing ratio. 
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- 1222 numbers of id variable are duplicated 

- id=666337882303524864 exits 4 times in the dataset with same results. 

- lang indicates that the language of tweet. I wondered how "tl" lang is texted. 

Then, I realized id=668967877119254528 is problematic input. 

 

Tidiness 

- joining with tables df2 and df1. 

- favorited, retweeted columns include always false inputs, therefore it should 

be excluded. 

3.3 Cleaning Data for Project 

In this section, tidiness and quality issues were cleaned as mentioned before. As it 

can be seen from below picture, 19 data problems were defined, coded and tested one by 

one. 

 

Figure 6. Cleaning example3 

                                                 

3 Detailed codes can be find from part 1 jupyter notebook. 
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3.4 Storing 

Assed and cleaned data was stored in a CSV file with the main one named 

twitter_archive_master.csv.  

 

3.5 Exploratory Data Analysis 

In the data wrangling part, data comes from three different sources is gathered, 

assessed and cleaned. As explained in the Jupiter notebook (Part 1), most of data quality 

and tidiness issue was improved (19 problematic points were defined, coded and tested). 

Exploratory Data Analysis (EDA) is the numerical and graphical examination of 

data characteristics and relationships before formal, rigorous statistical analyses are 

applied. 

EDA can lead to insights, which may uncover to other questions, and eventually 

predictive models. It also is an important “line of defense” against bad data and is an 

opportunity to notice that assumptions or intuitions about a data set are violated. Therefore, 

in this part, data is explored both quantitatively and visually. Also, it will be decided what 

it is going to be predicted from tweet's information in accordance with exploration. 

Possible prediction features outstand in the wrangling section are listed below. 

 Predicting score using text, tweet information like number of retweeted, favorited, 

etc. and image prediction result. 

 Predicting dogs' breed using text, tweet information like number of retweeted, 

favorited, etc. 

3.5.1 Uni-multi Variate Data Analysis 

Before starting exploratory analysis, it is important to know features’ explanations. 

Descriptions are given in the following. 

 retweet_count: number of retweet count belongs to the tweet 

 favorite_count: number of favorite count belongs to the tweet 

 lang: language information of tweet 

 created_at: tweet creation timestamp information 

 tweet_id: tweet’s ID which is the last part of the tweet URL after "status/": 

https://twitter.com/dog_rates/status/889531135344209921 
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 source: source information of tweet 

 text: tweet’s text body 

 expanded_url: tweet’s URL information 

 rating_numerator: rating information of dog. This feature extracted from text body. 

 rating_denominator: rating denomnator information of dog. This feature extracted 

from text body. 

 name: name of dog. This feature extracted from text body. 

 doggo: dog’s stage information which is most often used to denote a dog of 

medium to large size. This feature extracted from text body. 

 floofer: informaton of whether dog is a very fluffy or not This feature extracted 

from text body. 

 pupper: dog’s stage information which is most often used to denote a dog of smaller 

size. This feature extracted from text body. 

 puppo: dog’s stage information which is most often used to denote a puppy or cute 

dog. This feature extracted from text body. 

 jpg_url: tweet’s image URL information 

 image_num: image number information 

 p1:  the algorithm's #1 prediction for the image in the tweet: golden retriever 

 p1_conf: how confident the algorithm is in its #1 prediction: 95% 

 p1_dog: whether or not the #1 prediction is a breed of dog: TRUE 

 p2: the algorithm's second most likely prediction: Labrador retriever 

 p2_conf: how confident the algorithm is in its #2 prediction: 1% 

 p2_dog:whether or not the #2 prediction is a breed of dog: TRUE 

 p3: the algorithm's third most likely prediction: Labrador retriever 

 p3_conf: how confident the algorithm is in its #3 prediction: 1% 

 p3_dog:whether or not the #3 prediction is a breed of dog: TRUE 

 final_prediction: dog’s final breed information predicted from picture of dog. This 

feature created with p1, p2 and p3 features. 

 final_prediction_conf: : how confident the algorithm is in dog’s final breed 

information predicted from picture of dog. This feature created with p1_conf, 

p2_conf and p3_conf features. 
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 new_dog_names: newly extracted dog’s name information. It should be compared 

with name feature. 

 dog_gender: gender informatio of dog. This feature extracted from text body. 

 date: date information of tweet. This feature extracted from created_at feature. 

 time: time information of tweet. This feature extracted from created_at feature. 

 stage:dog’s stage information. This feature created from doggo, floofer, pupper and 

puppo features. 

Let's remember basic information about dataset 

 

 

Figure 7. Information about dataset 

It can be seen from Figure 7., there are 31 feature and 1625 information after data 

cleaning. Dog_gender has highest missig ratio, secondly new_dog_names follows it. 
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Figure 8. Descriptive Statistics of dataset 

It can be seen from Figure 8., average number of retweet and favorite are 2493 and 

8520. It can be say that tweeter users more pretend to favorite rather than retweet when 

IGR is investigated. Both rating numerator and denominator feature have absurd values 

like 160, 165 can be seen from max values. p1_conf, p2_conf and p3_conf will be dropped 

because, it has been already created one feature called final_prediction value shows final 

prediction of dogs’ breed. Therefore, these variables will not be explored and excluded 

them before starting the model. 

 

Figure 9. Descriptive Statistics of dataset 

 

Before analyzing features in detail, it is very useful to look all over to understand 

there is any abnormality that can affect overall analysis. As expected doggo, floofer, 

pupper features have two unique values; because, they are binary variables. Let's visualize 

features in detail.  



 17 

 

 

 

Figure 10. Investigation of predicted dogs' breed 

It can be seen that final_prediction feature which includes predicted breeds of dog 

has so many unique value. Therefore, this graph gives great intuition that predicting dog's 

breed cannot be good model. Instead of predicting it, understanding whether dog's breed 

retriever or not could be tried. 

 

 

 

 

Figure 11. Retriever flag distribution 
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When the retrieved_flg feature is created from final_prediction, it can be seen that 

16 percent of dogs belongs to retriever breed. 

 

 

Figure 12. Comparing name and new named column created in the data wrangling part 

Newly created dogs’ name column includes more accurate, quality data than old 

name column. Therefore, name column is dropped before dive into any model. 

 

Figure 13. lang column investigation 

Lang column gives the information about tweet language. It can be easily 

understood that most of tweets (85%) were written in English from the bar chart. 

Therefore, text-hashing option can be used in the further analysis during predictive 

analysis. In addition, this information is dropped because there is no info in it can be 

beneficial while doing prediction. 
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Figure 14. source column investigation 

“source” column was extracted from url information column which gives in which 

channel user shares the tweet. Most tweets published via twitter for iPhone, therefore like 

claimed in the “lang” column, this feature can be dropped as well.  

 

 

Figure 15. gender column investigation 

To remember, gender column was derived from text in the tweet by manual. If text 

includes words like 'She', 'she', 'her', 'hers', 'herself', ‘she's’ classief as female else as male. 

To sum up, %73 percent of dog is male. 
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Figure 16. stage column investigation 

“stages” column gives an information about dog’s stage explained in detail at the 

beginning of chapter. However, most of tweets do not includes dog’ stage information. 

Even if small number of information gives this information, still it is worth to use in the 

prediction. 

 

Figure 17. Correlation between numeric features 
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Retweet and favorite count have positive correlation with each other like expected 

(0.9 positive correlation coefficient). It means that they move in the same way. However, 

there is no relation between rating numerator gives dog’ rating information. Therefore, it 

gives great intuition about ratings are quite objective, they cannot be target variable for the 

further analysis. 

 

Figure 18. Correlation between retweet and favorite colums 

 

When distribution of favorite and retweet counts inspected, most of tweets 

distributed between 0-20K for favorite counts and 0-10K for retweet count means have left 

skewed distributions. Also, outliers exist in the dataset. 
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5.5.2 Summary of EDA 

According to univariate data analysis, some variables should be dropped due to 

existence of outliers, better alternatives or no information value such as p1, p1_dog, lang, 

name, etc. 

In addition, final_prediction feature which includes predicted breeds of dog has so 

many unique value. Therefore, predicting dog's breed cannot be good target variable. 

Instead of predicting it, understanding whether dog’s breed retriever or not will be used for 

further analysis. 

As a result, %73 percent of dog is male. Most of tweets distributed between 0-20K 

for favorite counts and 0-10K for retweet count means have left skewed distributions. 

Tweeter users tend to favorite the tweet instead of retweet mostly. 16% percent of dogs 

belong to retriever breed. Also, there is no relationship between dog’s rating and favorite 

or retweet count. 

 

3.6 Predictive Data Analysis 

As explained in the exploratory data analysis part, there are 3 main options to make 

predictive analysis. First one was the predicting dog’s rating, which is ignored due to 

ambiguity and subjectivity of ratings shown in the analysis. Second option was the 

predicting dog’s breed; however, this option was dropped as well because there are many 

unique values of dog’s breed (+100) in very small number of observation (1.9K). 

Therefore, 3rd option which predicts whether dog’s breed is retriever nor not is very good 

option; because, retriever breed is the most dominated breed in the dataset.  

With this aim, following modelling steps have been completed on Microsoft Azure 

Machine Learning Studio. Overall experiment picture can be seen in the Figure 23. 

 Uploading cleaned dataset 

 Editing metadata (correcting data types and properties) 

 Doing Feature-hashing 

 Reducing dimension with PCA 

 Selecting candidate model inputs 

 Dividing two pipelines one for oversampling data, second one for normal process 

 Splitting train-test  
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 Normalizing data if it is necessary (applied for logistic regression) 

 Building models using 3 different machine learning algorithms with different 

parameters optimizing them with Tune Model Hypermeters node (two-class 

decision forest, two-class boosted decision tree, two-class logistic regression) 

 Scoring both train and test datasets 

 Comparing results    

 

Modelling started with uploading cleaned csv file into the Azure machine learning 

studio environment. According to results of exploratory data analysis, some variables were 

dropped and modelling continued with following variables. Also, retriever_flag feature 

stated as label. 

Feature Name Explanation
tweet_id Tweet id information of tweet

source Souce information of tweet

retweet_count Number of retweet count belongs to tweet

favorite_count Number of favorite count belongs to tweet

text Tweet's text body

rating_numerator Rating information of dog's. This feature extracted from text body

final_prediction Dog's breed information predicted from picture of dog

new_dog_names Dog's name information. This feature extracted from text body

stage Dog's stage information. This feature extracted from text body

dog_gender Dog's gender information. This feature extracted from text body

date Date information of tweet

time Time information of tweet

retriever_flag Shows whether dog's breed retriever or not  

Figure 19. Features' explanations 

Missing data cleaned with replacing missing values with probabilistic PCA node. 

Especially, regression algorithms are not working with missing values; therefore, cleaning 

missing values one the most important part in modelling. After cleaning was finished and 

data type of each features was controlled, feature-hashing node applied on text column to 

extract additional data from tweet’s text body.  With the help of this node, 87 additional 

features were extracted. However, starting a model with these all variables lead to model to 

be overfitting. Therefore, doing dimension reduction was required at this time. Using a R 

code, 87 variables reduced to 10 variables with PCA to overcome overfitting. Same 

process duplicated with 40 variables; however, overfitting was observed means there was 
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great differentiation in model performance between train and test dataset. Therefore, 

moving forward with 10 variables was decided in this stage. After doing PCA, 2 pipelines 

were determined according to sampling method. First one was continued with 

oversampling method due to dataset is low event portfolio. Second one continued without 

doing oversampling. Apart from oversampling methodology, same procedures were 

applied for these 2 pipelines. Data split into train and test datasets with stratified sampling 

and 0.5 fraction. Because both observation and event count are so low, 0.5 ratio was 

determined for train-test splitting. Before train the model, z-score transformation applied 

for transformation required algorithms like logistic regression. With the help of Tune 

Model Hypermeters node, different parameter option has been tried for two-class decision 

forest, two-class boosted decision tree and two-class logistic regression algorithms. All 

process summarized in the following Figure 20. 

 

 

 

 

Figure 20. Overall modelling process flow diagram 
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As it can be seen from Figure 20, project divided into 2 pipeline after dimension 

reduction step. In the first pipeline, oversampling methodology has been applied. With this 

aim, event rate increased 4.3 times which means that population was prepared as having 

equivalent amount of event rate and non-event count. As explained as above, with Tune 

Model Hypermeters node two-class boosted decision tree, two-class logistic regression and 

two-class decision forest models’ parameters has been optimized. When the algorithms are 

ready, test data set is scored to compare the model performance as can be seen from Figure 

21. With 0.87 accuracy value, two-class decision forest algorithm is the best model among 

these three algorithms. It also has meaningful recall, precision and F1 score value. 

AccuracyRecall PrecisionF1 Score
Two-Class Decision Forest 0.877 0.783 0.957 0.861
Two-Class Logistic Regression 0.752 0.221 0.3 0.254
Two-Class Boosted Decision Tree0.665 0.353 0.242 0.353  

Figure 21. Models comparison 

Before deciding decision forest is best algorithm for first pipeline, it is important to 

see ROC curves of these algorithms. Logistic regression and boosted decision tree have 

quite similar ROC curve; therefore, I only compared decision forest and tree algorithms’ 

ROC curves. At Figure 22. It can be seen that ROC curve of optimized decision forest 

algorithm shown in blue line whereas red line indicates the optimized decision tree. It can 

be stated that random forest has greater performance compare to decision tree looking at 

area under ROC curve. 

 

Figure 22. Comparison of decision forest and tree for first pipeline 
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After decided that random forest is the best model for first pipeline, it is important 

to observe and compare performance of model on both train and test dataset to control 

whether there is any overfitting in the model. Blue line represents performance on train 

data set, red line represents performance on test data set. As expected, blue line is always 

above the red line which means that performance of train data set is greater than 

performance on test data set. However, performances are quite similar to each other which 

proves no overfitting. 

 

 

Figure 23. Train-Test comparision for random forest model 

 

When model performance parameters compared on both test and train data set, 

from Figure 24. it can be seen that there is no significant difference which two points 

accuracy value decrease in test data set. (3% change) 

 

AccuracyRecall PrecisionF1 Score
Train 0.899 0.836 0.951 0.89
Test 0.877 0.783 0.957 0.861
% Difference 3% 7% -1% 3%  

Figure 24. Decision forest model comparison on oversampled data set 
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When the second pipeline examined which was processed without using any special 

sampling methodology, it can be seen that decision forest model still performs better than 

decision tree and logistic regression algorithms. However, there are very low recall, 

precision and F1 score is observed. 

AccuracyRecall PrecisionF1 Score
Two-Class Decision Forest 0.64 0.379 0.225 0.282
Two-Class Boosted Decision Tree0.62 0.614 0.219 0.323
Two-Class Logistic Regression 0.618 0.5 0.244 0.328  

Figure 25. Models comparison 

In addition to that, there are some problematic issues in the Figure 26. which 

indicates that there is no good classification of target. In addition, it is nice to remember 

that train-test splitting and Tune Model Hypermeters node using are still same in this 

pipeline as well. 

 

Figure 26. comparison of decision forest and tree for second pipeline 

Score distributions of random forest investigated to analyze the problem in detail. It 

can be seen from the Figure 27, most of observations are summed in the 0.1-0.2 range. 

Therefore, it strongly shows that model cannot separate these observations which means 

that model cannot perform well. Even model has 0.64 accuracy ratio, recall and precision 

values are so bad in optimum threshold which as arranged by modeler. 
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Figure 27. Random forest probability distribution and threshold selection 

When random forest model’s performance examined in the train dataset, same 

situation also observed in train dataset as well at the Figure 25. 

 

Figure 28. Train-Test comparison for decision forest model 

 

 In addition, model performance parameters were investigated, there are significant 

accuracy value difference in train and test data set which is 9 points decrease in test data 

set (%14 change) implies there is overfitting. 
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AccuracyRecall PrecisionF1 Score
Train 0.731 0.586 0.293 0.39
Test 0.64 0.379 0.225 0.282
% Difference 14% 55% 30% 38%  

Figure 29. Decision forest model comparison on train - test data set 

To summarize, this exercise is a good example of how model performance can be 

increased by using oversampling methodology. Without oversampling 37%, 21% and %8 

performance decreases have been observed at the Figure 30. with decision forest, logistic 

regression and decision tree algorithms respectively. It is also means that 37% accuracy 

value increase has been achieved with oversampling.  

 

Two-Class Decision Forest 0.877 0.64 37%
Two-Class Logistic Regression 0.752 0.62 21%
Two-Class Boosted Decision Tree 0.665 0.618 8%

Accuracy 
w/oversampling

Accuracy 
wo/oversampling

% 
Difference 

 

Figure 30. With/out oversampling accuracy comparison 
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4. RESULT AND IMPROVEMENT POINTS 

Most important and time consuming part of the project was collecting and cleaning 

the data. Real-word data is mostly untidy; therefore, there are many procedures to 

make data tidy and clean. Python is the one of the great tool to gather, asses and clean 

the data. Also, Jupyter Notebook environment helps to document the project in easy 

and understandable format.  

In addition, I realized that before dive into predictive modelling how EDA is 

important to understand data and gain insight from it. When it comes to predictive data 

analysis part, unsupervised learning algorithm as much as important as supervised 

learning. While using data extraction methodology, many variables are generated from 

the data which has limited number of features. Most important dimensions are created 

with principle component analysis which increases the model performance. Also, it is 

clearly seen that making oversampling helps to 24 points (%34 change) increase in 

model performance especially on the low event dataset as it is used in this project. It 

has been observed from Figure 34. that the model performance of random forest 

algorithm is clearly better than the model performance of decision tree and logistic 

regression for both two pipelines. It is important to keep in mind that random forest is 

like bootstrapping algorithm with Decision tree model which means that random forest 

tries to build multiple decision tree model with different sample and different initial 

variables. Therefore, random forest gives much higher model performance when 

compared to simple decision tree or regression models in many scenarios; because, it 

captures the variance of several input variables at the same time and enables high 

number of observations to participate in the prediction. 

Two-Class Decision Forest 0.877 0.64 37%
Two-Class Logistic Regression 0.752 0.62 21%
Two-Class Boosted Decision Tree 0.665 0.618 8%

Accuracy 
w/oversampling

Accuracy 
wo/oversampling

% 
Difference 

 

Figure 34. With/out oversampling accuracy comparison 
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Final but not least, three different supervised machine learning algorithm used in 

this project; however, it is really important to try different machine learning algorithms 

such as neural networks, support vector machine etc..  
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