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EXECUTIVE SUMMARY 

 

SUICIDE TENDENCY CLASSIFICATION AND SUICIDE NUMBER PREDICTION 

FOR POPULATION SUBGROUPS 

 

 

Mehmet Ak 

 

 

Advisor: Asst. Prof. Hande Küçükaydın 

 

 

AUGUST, 2019, 17 Pages 

 

 

 

Suicide is becoming a bigger problem for the world day by day and detecting 

population subgroups who are more prone to suicide is seen as one of the most important 

steps for taking precautions to decrease the suicide rates. This study consists of five 

machine learning models for suicide tendency classification and three machine learning 

models for prediction of suicide numbers by population subgroups. The dataset provided 

by World Health Organization is used in the project. Obtained models classify population 

subgroups as suicide-prone or less suicide prone with 86% accuracy and explain 90 % of 

the variance in the suicide number per 100,000 population of specific countries.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Key Words:  suicide tendency, population subgroups, classification, regression 



 viii 

ÖZET 

 

POPÜLASYON ALT GRUPLARI BAZINDA İNTİHAR EĞİLİMİ SINIFLANDIRMASI 

VE İNTİHAR SAYISI TAHMİNLEMESİ 

 

Öğrencinin Adı Mehmet Ak 

 

 

Tez Danışmanı: Asst. Prof. Hande Küçükaydın 

 

 

AĞUSTOS, 2019, 17 Sayfa 

 

 

 

 

İntihar, gün geçtikçe dünya için daha büyük bir problem haline gelmekte ve 

intihara daha yatkın nüfus alt gruplarının tespit edilmesi intihar oranlarını azaltmak için 

önlem almanın en önemli adımlardan biri olarak görülmektedir. Bu çalışma, intihar eğilimi 

sınıflandırması için beş makine öğrenimi modeli ve popülasyon alt grupları tarafından 

intihar sayısının tahminlenmesi için üç makine öğrenimi modelinden oluşmaktadır. Bu 

projede Dünya Sağlık Örgütü tarafından sağlanan veri seti kullanılmıştır. Elde edilen 

modeller popülasyon alt gruplarını intihar eğilimli veya daha az intihar eğilimi olarak % 86 

doğrulukla sınıflandırmakta ve bir ülkenin 100.000 populasyon başına düşen intihar 

sayısındaki varyansın % 90’ını açıklamaktadır. 
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regresyon 
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1. INTRODUCTION 

Suicide is getting a bigger problem for the world year by year and because of that it 

is very important to detect groups that are prone to suicide and understand reasons behind 

it. Using machine learning methods may provide us with more meaningful results to detect 

population subgroups which are prone to suicide and to decrease suicide rates with 

additional precautions. 

In the project, we use a historical dataset which contains suicide rates between 

years 1985 and 2016. Features in the dataset are country, year, gender, age, suicides 

number, population, number of suicides per 100,000 population of specific country 

(suicides/100 K pop), human development index (HDI) for each year, gross domestic 

product (GDP) for each year (in $), GDP per capita (in $), and generation. Firstly, we 

determine the correlation between the features and the suicide rates and useful features are 

selected for classification model. After this phase, various classification and regression 

algorithms are used for classification of population subgroups and for prediction of number 

of suicides per 100,000 population of the specific country. 
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2. LITERATURE REVIEW 

The main focus of the articles in the literature is generally to solve the relationship between 

financial changes and suicide ratio for different countries or age groups. Shah (2010) 

studies the impact of internet usage on elderly people’s suicide ratios. The author found out 

that there is a significant positive correlation between internet usage and suicide rates 

regarding people over 65 ages for both genders. Peeter (2012) examines the general 

characteristics of the suicide rates related to different countries in the world. It turns out 

that the countries with highest suicide rates are India, Russia, USA, Japan, South Korea 

and China. Yin et al. (2016) address the relationship between suicide ratios, economic 

growth and stock market prices. They found out that there is a negative correlation 

between suicide ratios and economic growth. No significant correlation is detected 

between suicide rates and stock market prices. Jalal and Nahid (2016) study the 

relationship between smoking habit and suicide tendency. The study showed that there is a 

positive correlation between smoking and suicide tendency. The paper of Khazaei et al. 

(2017) focuses on the impact of different human development indices to suicide ratios in 

different countries. The authors point out that different human development indices have 

impact on the suicide ratio differences between countries. The study of Hyun et al. (2018) 

is related to the suicide rates of different 29 OECD countries and the authors indicate that 

being in the late adolescence period and being a man are the main factors resulting in 

relatively high suicide ratios in OECD countries. Johan (2018) examined the main risk 

factors of suicide of young people. The author determined that being in the late 

adolescence is the most important factor regarding young people suicide. Other sub-factors 

are determined as personality characteristics, family factors and mental disorders. The 

study of Deborah et al. (2018) addressed suicide rate trends in several states of USA. The 

study showed that suicide rates are significantly increased in 44 states of USA. Cora et al. 

(2018) examined the relationship between occupation groups and suicide rates. The authors 

showed that the construction sector is the most suicide-prone occupation group for men. 

Art, design and entertainment are found as the most suicide-prone occupation groups for 

women.  
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3. Exploratory Data Analysis 

3.1 Data Cleaning 

The source of the data is World Health Organization and it is obtained via Kaggle. Our 

analysis is built on the data set consisting of 27,820 suicide rates per country-gender-age 

group between years 1987 and 2016.  

 

Column Name Column Definition 

Country Represents the country of the observation 

Year Represents the year of observation 

Gender Represent the gender of the observation  

Age Represents the age group of the observation 

Suicides No Represents the total suicide number of specific gender-age group-country  

Population Represents the population of the country of measurement 

Suicides/100 K Pop 
Represents the suicide number of specific gender-age group-country per 
100,000 population of the specific country 

HDI for Year 
Represent the human development index for the specific country in the 
measurement year 

GDP for Year  
Represent the gross domestic products for the specific country in the 
measurement year 

GDP per Capita 
Represents the ratio of gross domestic products per person in the country 
in the measurement year 

Generation 
Represents the specific terms for all of the people born and living at about 
the same time 

Table 1: Definitions of columns in the dataset 

 

Table 1 summarizes each column of the data set and its definition. Before applying 

classification techniques on data, country column is discarded since the aim of the analysis 

to classify suicide tendency independently from country. Moreover, human development 

index column is discarded, since 69% of the values are missing.  
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Statistical Metric Name Statistical Metric Value 

Mean 12.81 

Standard Deviation 18.96 

Minimum Value 0 

25th Percentile Starting Point 0.92 

50th Percentile Starting Point 5.99 

75th Percentile Starting Point 16.62 

Maximum Value 224.97 

Table 2: Statistical metrics for number of suicides per 100,000 population of the specific 

country 

 

Statistical metrics for the number of suicides per 100,000 population of the specific 

country is given in Table 2. Target column is the number of suicides/100 K population, 

which represents the number of suicides per 100,000 population of the specific country. 

Values are between zero and 224, but the mean is 12 and the 75th percentile is 16.62, 

which indicates that the number of suicides /100 K pop has a right skewed distribution.  

 

 

     Figure 1: Histogram of  suicide-prone groups by gender 

 

Figure 1 shows the histogram of the target variable on gender distribution. It can be seen 

that men are more suicide-prone than women. 

 



 5 

 

 Figure 2: Histogram of suicide-prone groups by year 

Figure 2 shows the histogram of the target variable on yearly distribution. It can be seen 

that there is an increasing trend from 1985 to 2001. However, after 2001 there is a 

decresing trend.    

 

 

 

Figure 3: Histogram of suicide-prone groups by generation  
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In Figure 3, there is a histogram to understand suicide-prone groups by generation. We can 

see that there are different patterns for generations. It is clear that generation Z is less 

suicide prone group and generation Silent is the most suicide prone group, and as a result 

we can say that generation feature may help us for suicide tendency classification.  

  

Figure 4: Histogram of suicide-prone groups by age 

We can see the histogram related to the suicide-prone group distribution by age in Figure 

4. The histogram shows that there is a positive correlation between suicide tendency and 

age, which indicates that the more people get older the more they are suicide-prone.  

 

Feature name 
Correlation coefficient 

between feature and target 

Gender -0.83 

Age  0.36 

Year 0.3 

Generation 0.26 

GDP per capita -0.19 

Table 3: Correlation coefficients of features and target value 

 

A correlation matrix is given in Table 3 to understand the relation between target value and 

each feature. The strongest correlation is observed between target and gender feature with 

a 0.83 negative correlation coefficient. The correlation is negative, since a zero is assigned 
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to male gender, whereas a one is assigned to female gender. Men are more prone to suicide 

and as a result if the gender is male, in other words if the feature takes the value “zero”, the 

suicide number increases. In case it is woman, i.e. the feature takes the value “one”, the 

suicide number decreases and the situation creates a negative correlation between gender 

feature and suicide numbers. Gender feature helps us a lot for suicide tendency 

classification with correlation coefficient and the lowest correlation value is observed 

between the target and the GDP per capita.  

 

3.2 Transformation of Data 

After cleaning the data, five main features and target values are left in the dataset: year, 

gender, age group, GDP per capita, generation are features and the target column is 

selected as number of suicides per 100,000 population of the specific country. Gender, age 

group and generation features are categorical. One hot encoding is a process to create 

separate columns for all of the options in a feature. Newly created separate columns are 

assigned a one for correct option and zero for other options. One hot encoding is applied to 

gender, age group and generation features to help machine learning algorithms make 

sounder predictions. 

 

Number of suicides per 100,000 population of the specific country values are turned into 

categorical values. The 80th percentile is determined as 20.53 suicides per 100,000 

population and suicide values over 20.53 are labelled as suicide tendency group one (more 

suicide-prone).  Values under 20.53 are labelled as zero (less suicide-prone). The 70th 

percentile is determined as 13.56 suicides per 100,000 population and suicide values over 

13.56 are labelled as suicide tendency group one (more suicide-prone).  Values under 

13.56 are labelled as zero (less suicide-prone).  

 

 

3.3 Data Scaling 

After one hot encoding is applied, categorical features are transformed into columns which 

contain only zero or one. GDP per capitas vary between 251 dollars and 126,352 dollars 

and years vary between 1985 and 2016. Using features with different ranges may cause 

biased models, since model algorithms directly use these values related to features. 
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However, their importance is not the same.  There are scaling techniques to prevent 

deficiencies related to imbalanced feature value ranges.  

 

MinMax scaling transforms the values of the feautures and makes the values range 

between zero and one. MinMax scaling is performed to year and GDP per capita features 

to prevent problems due to scale differences between features.   

 

4- METHODOLOGY 

Our first aim in the project is to classify population subgroups as suicide prone or less 

suicide prone with an accuracy over 70%. In classification part of our study, we use five 

types of classification algorithms to see the result differences and select the best model for 

the case. These are logistic regression, boosted decision tree, decision forest, support 

vector machine classifier and neural networks.  

 

Logistic regression is an algorithm that uses coefficient of logistics regression for binary 

classification. (Walker and Duncan, 1967). Boosted decision tree is an algorithm, in which 

new trees learn from the errors of the previous tree and prediction is made considering all 

of the tree results. Decision forest algorithm creates multiple decision trees and the result 

of the most accurate tree is selected as the model prediction (Quinlan, 1987). Support 

vector machine classifies the data via a hyperplane in two-dimensional space (De Costa, 

2002). Neural Networks algorithm are inspired from human brain and uses nodes called 

artificial neurons (Riesenhuber & Poggio, 1999). 

 

Our second aim in the project is to predict the number of suicides per 100,000 population 

of the specific country with a coefficient of determination over 70%. In prediction part of 

our study, we use three types of regression algorithms to predict the suicide number per 

100,000 population of the specific country using country, year, gender, age, GDP per 

capita and generation features. These algorithms are boosted decision tree regression, 

linear regression, and neural networks regression.  

 

Linear regression tries to predict the dependent variable via using multiple independent 

variables. It tries to create a formulation with proper coefficients related to independent 
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variables (Walker and Duncan, 1967). Boosted decision tree creates multiple regression 

trees, where each tree learns from the errors of the previous tree via a loss function defined 

by the user (Quinlan, 1987). Neural networks regression is a method that is inspired from 

human brain and uses nodes called artificial neurons to predict the dependent variables 

(Riesenhuber & Poggio, 1999). 

 

Models which are used in the project contain a lot of hyperparameters and the predictions 

of the models are different for different hyperparameter values. Grid search is a method 

used in hyperparameter optimization. It is used to determine the 

optimal hyperparameters of a model, as a result we can obtain more accurate predictions 

(Bergstra and Bengio, 2012). We apply grid search to get more accurate results in all of the 

models in this project.  

 

There are several metrics to evaluate for the classification model performance. These are 

accuracy, area under curve, F1 score, precision, and recall. Accuracy is the overall 

correctness ratio of the classifications made by model (Taylor, 1999). Area under curve is a 

metric that varies between 0.5 and 1. It represents the area over the diagonal in the 

correctness graph. Precision is the ratio of number of true positives to total of true positives 

and false positives. Recall is the ratio of true positives to total of true positives and false 

negatives. F1 score is a metric which considers recall and precision together to calculate 

the performance (Sasaki, 2007)  

 

We select accuracy and area under curve as classification performance metrics, because we 

want to measure the overall classification correctness of the models. Furthermore, area 

under curve represents the total power of the model under different sensitivities related to 

false positive and false negative ratios.  

  

There are also several different metrics to evaluate the regression model performance. 

These are mean absolute error, root mean squared error, relative absolute error and 

coefficient of determination.  
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Mean absolute error is the ratio between total of absolute errors and number of errors. Root 

mean squared error is the standard deviation of the prediction errors and coefficient of 

determination is a metric, which shows that how the model explains the variance in the 

label (Taylor, 1999).  

 

We choose mean absolute error to see the average of errors and the coefficient of 

determination to understand, how well the model explains the variance in the target.  

 

4.1 Classification Algorithms Results 

The aim of the classification is to classify population subgroups as suicide-prone or less 

suicide-prone. We use boosted decision tree, decision forest, neural networks, logistic 

regression and support vector machine algorithms for the classification.  

  

Rank 

Algorithm for the 80th 

percentile Accuracy 

Area under 

curve 

Precision Recall  F1 

1 Boosted decision tree  0.867 0.914 0.694 0.626 0.658 

2 Decision forest  0.857 0.899 
0.677 0.570 0.619 

3 Neural networks 0.829 0.880 0.623 0.406 0.492 

5 Logistic regression 0.825 0.872 0.610 0.397 0.481 

4 Support vector machine 0.815 0.849 0.543 0.590 0.565 

Table 4: Comparison of classification algorithms for 80th percentile label 

 

Rank 

Algorithm for the 

70th percentile Accuracy 

Area under 

curve 

Precision Recall F1 

1 Boosted decision tree  0.844 0.915 0.745 0.736 0.741 

2 Decision forest  0.823 0.894 0.713 0.696 0.704 

3 Neural networks 0.802 0.877 0.692 0.621 0.655 

4 Logistic regression 0.801 0.866 0.662 0.701 0.681 

5 

Support vector 

machine 0.800 0.823 

0.651 0.731 0.688 

Table 5: Comparison of classification algorithms for 70th percentile label 

 

Performance comparison of the classification models are given in the Table 4 and the 

Table 5. Accuracy of the classification models vary between 0.815 and 0.867 for label over 

80th percentile threshold and vary between 0.800 and 0.844 for label over 70th percentile 

threshold. This means that the accuracy of all classification models is more than 70%, 

which is the aim that we determine at the beginning. 
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The most successful model is boosted decision tree and its accuracy is 0.867, while the 

least successful model is support vector machine with an accuracy of 0.815. The 

performance of five classification models are very similar considering the accuracy 

difference between the most successful model and the least successful model. 

Two class boosted decision tree may perform better than the support vector machine and 

logistic regression because of the complexity of the relationship between features. Error 

correction function of previous trees in boosted decision tree algorithm may help to 

provide us with more accurate results. 

 

 

Figure 5: Area under curve graphs of classification models 

 

Area under curve graphs related to classification models are given in Figure 5. It can be 

seen that graphs are very similar to each other, which suggests that the performances of the 

models regarding area under curve score is similar to each other.  The more the graph is far 

away from the diagonal line, the more we can accept it as a better classifier. Furthermore, 

it can be seen that line of the classifier is far away from the diagonal line for all of the five 

classifiers.  
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Area under curve scores are also in line with the graph results. They vary between 0.849 

and 0.914. Considering the best area under curve score as one, it can be said that models 

classify the population sub-groups as “suicide-prone” and “less suicide prone” with 

adequate success.  

  

Table 6: Confusion matrices of boosted decision tree and decision forest algorithms 

 

Boosted decision tree and decision forest are the best two algorithms considering the 

classification accuracy results. Their confusion matrices are given in Table 6. It is seen that 

the performance of boosted decision tree is slightly better than the performance of the 

decision forest algorithm. Boosted decision tree correctly classifies 1067 suicide-prone 

observations as suicide-prone and 6171 less-suicide prone observations as less suicide-

prone. On the other hand, it classifies 637 suicide-prone observation as less-suicide prone 

and 471 less suicide-prone observations as suicide-prone. Nevertheless, the 

misclassification ratio can be evaluated as low considering a total of 8346 observations in 

the test set.   

 

4.2 Regression Algorithms Results 

The aim of the regression is to predict the suicide number per 100,000 population of the 

specific country. We use boosted decision tree, neural networks and linear regression 

algorithms for regression.   

 

Rank  Regression Algorithm 

Mean Absolute 

Error 

Coefficient of 

Determination 

1 Boosted Decision Tree Regression 2.91 0.90 

2 Neural Networks Regression  3.55 0.87 

3 Linear Regression  8.64 0.51 

Table 7: Performance comparison of regression models 
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The mean absolute errors and the coefficient of determinations related to regression models 

are given in Table 6.  

Linear regression can only explain 51% of the variance in the suicide number per 100,000 

population of the specific country. Our aim is to explain the variance with a coefficient of 

determination over 70%. Therefore, one can assume that linear regression model is not 

successful to predict and explain the variance in the label. Linear regression might be 

insufficient to explain the variance in case there is no adequate linear relationship between 

features and label.  

Performance of boosted decision tree and neural networks are very close to each other 

considering the coefficient of determination values of the predictions. Boosted decision 

tree predicted the suicide number per 100,000 population of the specific country with 2.91 

average error and explained 90% of the variance in the suicide number per 100,000 

population of the specific country. Boosted decision tree regression results are better than 

the linear regression results and slightly better than the neural networks regression result. 

As a result, boosted decision tree is the most successful model in three models used for 

regression.  

 

 

 

Figure 6: Histogram of regression models’ prediction errors 

Histogram of regression models’ prediction errors are given in Figure 6. It is clear that 

most of the prediction errors are lower than 20 suicides per 100,000 population for all of 

the three models. Boosted decision tree and neural networks have almost no prediction 

errors over 40 suicides per 100,000 population. However, linear regression has errors over 

40 suicides per 100,000 population and has more errors between 20 suicides per 100,000 

population and 39 suicides per 100,000 population than the two other models. Prediction 
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error graphs also support the conclusion that boosted decision tree and neural networks are 

successful at predicting the suicide number, whereas linear regression model is not that 

much successful at predicting the suicide number. 

 

5. Conclusion  

In the study, we apply logistic regression, boosted decision tree, decision forest, support 

vector machine classifier and neural networks for suicide tendency classification and 

neural networks regression, boosted decision tree regression and linear regression to 

predict suicide number per 100,000 population of the specific country.   

 

Performance metrics of the classification models are given in Table 7 for 80th percentile 

label threshold and Table 8 for 70th percentile label threshold. It is seen that boosted 

decision tree is the most successful model for both labels with 86% for 80th percentile label 

threshold and 84% accuracy for 70th percentile label threshold. Model using boosted 

decision tree correctly classify the population subgroups as suicide-prone or less suicide-

prone with 86% accuracy.  

 

Performance metrics of regression models are given in Table 6. It is seen that boosted 

decision tree regression is the most successful model for regression in our case. The model 

predicts the suicide number per 100,000 population of the specific country with 2.91 

average error and successfully explains the 90% of the variance in suicide number per 

100,000 population of the specific country with using country, year, gender, age, GDP per 

capita and generation features. 

 

It is observed that gender and age are the most important two factors for having high 

suicide numbers. Men and old people are more suicide prone compared to women and 

young people. 
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