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      EXECUTIVE SUMMARY 

 

LOCATION AND CLUSTER BASED SALES CHANNEL POTENTIAL ANALYSIS in 

RETAIL 

 

Birtuğ Bilgin 

 

Advisor: Prof.Dr. Adem KARAHOCA 

JUNE, 2021, 34 pages 

 

 

This analysis project was conducted on the need to obtain new analysis and inferences 

for the existing traditional sales channels of company, which wants to progress in line with its 

omni-channel goals. In order to reach the customer with the same level of service in all channels 

it is necessary to analyze the dynamics of the channel well. In this project, I aimed to make 

sense of demographic data with the linear model and future selection model and to transform it 

into meaningful information that will guide sales strategies. Especially for diffusion strategies, 

in addition to traditional methods, data-based location analysis and analysis of sales weights of 

existing points are required. With the information to be provided, new dealer opening processes 

will also be based on data. 
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         ÖZET 

 

PERAKENDE SEKTÖRÜNDE 

LOKASYON VE KÜMELEME BAZLI SATIŞ KANALI POTANSİYEL ANALİZİ 

 

   Birtuğ BİLGİN 

 

       Proje Danışmanı: Prof Dr. Adem KARAHOCA  

 

                                                      HAZİRAN,2021, 34 sayfa 

 

 

Bu projede, başta omni-channel strateji hedefleri doğrultusunda ilerlemek isteyen 

perakende sektöründe faaliyet gösteren firmasının geleneksel satış kanalları için analiz ve 

çıkarımlar elde etme ihtiyacı üzerinden yola çıkılmıştır. Müşteriye tüm kanallarda aynı seviyede 

hizmet verebilmek için kanalın dinamikleri iyi analiz edilmelidir. Bu projede demografik 

verilerin lineer model ve özellik önceliklendirme algoritmaları kapsamında ve kümeleme 

yöntemleri ile anlamlı sonuçlar elde etmek ve iş birimlerine çıktılar oluşturmayı amaçladım. 

Makine öğrenmesi modellerini de bu amaçla uyarlamak istedim. Özellikle yayılım stratejileri 

kapsamında geleneksel yöntemlere ek olarak veriye dayalı lokasyon analizi ve mevcut 

noktaların satış ağırlıklarının analizi gerekmektedir. Çalışmanın çıktıları yayılım stratejilerine 

de faydalı olacaktır. 
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          1. INTRODUCTION 

This analysis study is in line with the omnichannel vision for 'X' company; will benefit 

the vision of having equal information flow in all channels; was made for the purpose of dealer 

segmentation study. 

It should be noted that this 'X' company continues its commercial activities in the online 

and offline channels in the retail consumer electronics sector. Also in the offline channel; 

consists of its own dealer points and a traditional sales channel affiliated with a separate 

commercial company. The need of the company is the need to apply the strategy that it has in 

its own online channel and that it follows in its own stores, to the dealer distribution channel 

with analytical outputs. 

It should be defined as managing a high-volume retail is based on the algorithms 

working in the background and these algorithms based on accurate data. The working power of 

the models is directly related to the fluency and correct scoring of the data. There are 

prerequisites such as "managing the logistics infrastructure, creating the right product 

penetration in the field, ensuring the availability of the right product for the right customer, and 

examining the stock availability and accuracy parameters cumulatively for the integration of 

the online sales channel and the offline sales channel". The high level of competition and 

customer satisfaction in the retail sector will be more manageable in the offline channel as well 

as in the online channel. 

Clustering outputs of the segmentation study will provide the right product delivery to 

the right point in the market. It will provide the infrastructure of the common campaign creation 

strategy for the segments formed within the channel and provide the ability to make data-based 

automatic decision-making in business rules. The data on the basis of location analytics will 

also enable location analysis and it will provide a preliminary data of information pool to 

determine a sales point expansion strategy for existing potential regions. 

Roadmap, creation of dataset of sales points in company 'X'; examining the data, 

selecting features for demographic data, creating parameters with location based clusters, 

graphing the results with the data pool outputs of the clustering study based on the K-Means 

algorithm and accessing meaningful outputs for business teams. 
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2. BUSINESS UNDERSTANDING 

Company 'X', which is the subject of the case, provides services in retail industry both 

online and offline. For this purpose, sectors will be discussed from different aspects. 

Due to the structure of the retail industry, directly appeals to people and consumers. It 

is related to many sectors. For this reason, their size is determined by each of the streams of the 

scope substeps. 

Observing trends and adapting developments effectively come to the fore at the most 

effective point of orientation to the consumer through the right channel. The retail industry is 

open to growth, extremely lively and variable and offers a structure in transformation with 

technological developments. It is one of the areas where developments and consumer trends are 

felt the most. 

In the researches, the volume and numerical situations of the sector are stated as follows; 

“The market has reached a size of 25 trillion dollars as of 2019. Although it seems to be growing 

slower than the world economy in general, we see that the trend has changed since 2016.” [12] 

 

        

      

Figure 1: Change of Sales and GPD Ratio of Turkey by Years [12] 

 

According to the data of the Turkish Informatics Industry Association (TÜBİSAD), 

Turkey e-commerce volume grew by 42% as of the end of 2018, reaching 59.9 billion TL. The 

value 31.5 billion TL of this volume part seems to belong to the retail sector. Due to the 

pandemic living conditions experienced in 2020, it is seen that this rate has moved much higher 

in the e-commerce channel. These indicators show that the online channel with potential should 

merge with the offline channel. 
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Figure 2: Retail Growth Rates of Turkey per Year [12] 

                   

The constant transformation challenge in the retail industry affects profit margins and 

creates pressure on companies to take part in many channels. In particular, the shift of consumer 

demand from location-based markets to online media and the increase in consumers access to 

the same service and the ease of comparison between channels in this process increase 

competition among institutions. At this point, keeping the profit margins at the desired rates 

again necessitates the joint management of the channels and the approach to the consumer with 

the same service quality through all channels. 

Level of transformation, the competition in the market is directly under the following 

headings; 

 Customers' habits and tendencies towards shopping vary; established with brands. The 

relationship called interaction and customer experience affects deeply. Although it is 

certain that retail companies with classical organizations will protect their assets; 

strategies to increase its market share push it to enrich its classical services. Brands not 

only sell products to their customers, but also enable them to experience their brands 

and products in creative ways with shopping using augmented reality and peer 

technologies, and experience enhancing customized products. 

 The development of technology and the shift of competition to this field in the short 

term particularly beneficial to consumers. Nowadays; even with social media 

applications, product placement, experience creation, visual similar product search and 

price comparison services are offered. These data not only enable consumers to shop in 

more rational ways but also enable them to compare their experience and sales channels. 
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Companies that carry out sales organization through different channels, especially in the 

geography where they operate. It becomes mandatory to reach customers with data-

based and equal service in all channels of sales organizations. The point where brands 

benefit is that they have a data pool for optimizing sales channels with various artificial 

intelligence and machine learning techniques of data obtained from all channels 

reaching the consumer. 

 Using artificial intelligence technologies establishment of this infrastructure brings the 

advantage of being a pioneer for all brands that ensure the data-based development of 

their channels and aim to establish a structure that grows around the concept of omni-

channel. The power of multi-channell is critical to transform and track the footprints left 

by customers in digital channels and to use retail channels at the point of contact with 

customers. 

While companies offer an end-to-end experience to their customers in both online and 

offline sales processes, they are challange to follow their customers well and to provide 

equal quality service at all contact points in the light of the omni-channel concept. 

Service quality comes to the fore at this point. Especially in the consumer durables and 

electronics market, the fact that customers can now have more information and access 

than they have ever had makes the concept of satisfaction critical. 

The impact of a customer who had a bad experience is now really great as opposed to 

operating only in offline channels, as in the 90’s. For this reason, brands vary from the 

quality of the products they sell to the delivery performance; they have to perform many 

background tasks flawlessly, starting from their own sales organization such as the 

dealer network to the quality of their after-sales services. This highlights the ability to 

achieve the service quality determined in all channels and the effect this creates. 

 

2.1. E-Commerce with Retail 

Although the electronic commerce medium is growing rapidly in our country, it lags far 

behind developed economies in terms of penetration rate. This also reveals the magnitude of 

the potential available for brands. The rate of internet access and the number of people using 

smart devices has increased considerably. This shows that brands can maintain their 

commercial presence even in channels that do not have sales points, and the chance of direct 



5 
 

access to customers. Especially with the effect of the pandemic, we see that the rates are even 

higher. 

It is clearly seen that the curfews experienced during the pandemic period and the long-

term closure of sales points such as shopping malls also accelerate the online shopping 

tendencies of consumers. Retail companies that see this as a chance and develop strategies in 

this direction, fast delivery to the consumer in sectors such as textile and white goods and 

consumer electronics. It aims to provide a quick response to the trade flow and customers by 

turning to methods such as e-commerce deliveries through the dealer network. 

At this point, maintaining the turnover of the sales points has been an important point 

for the points to survive. Especially if your sales network is established with a third-party 

business partner, thats are dealers also requires companies to implement similar models in order 

to protect their business partners. Dealers with low sales potential can be directed to sales via 

online channels and marketplaces and sales teams can work to penetrate the right products for 

the target audience in their locations. The concept of penetration comes to the fore especially 

in terms of providing brand awareness. For this reason, the outputs should be evaluated by 

considering the concept of calibalization. 

If you maintain your presence in the market with a third-party dealership network in 

your sales network. As with your own sales points and e-commerce channel, you should have 

live sales tracking, instant stock tracking and customer traffic data tracking and match them in 

the database. In order for smart algorithms to serve the omni-channel approach, it is necessary 

to provide all this data flow and optimize with appropriate models. In particular, stock tracking 

is the building block for your strategies to direct your customers to your dealer through your 

central e-commerce site. This will not be enough. However, that can be model local marketing 

campaigns, sales strategies, channel expansion initiatives and analysis of sales performance 

against potential with high accuracy. 

 

2.2. Situation of White Good Sectors in Retail 

It is known that the white goods and durable consumer goods sector is dominant in the 

retail sector. Distribution and growth rates in the sector progress in parallel. 

The situation of the white goods sector is mentioned in the researches of the relevant 

institution as follows; ‘’Turkey's white goods industry is Europe's largest and the world's second 
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largest production base after China. The sector made a significant contribution to Turkey's 

industrial power by producing a total of 29.1 million units in product groups consisting of 

refrigerators, freezers, washing machines, dryers, dishwashers and ovens in 2020.’’ [13] 

Digital transformation takes place in a way that covers the entire value chain. Not only 

products but also production processes are affected by digitalization. In this research, 

interactions are discussed especially in terms of sales organizations. 

Structures as separate and optimized cells turn into fully interconnected, automated and 

optimized manufacturing processes. In this way, while providing high efficiencies. The 

traditional relations between suppliers, manufacturers and customers even between machine 

and human are changing. Similar efficiency studies are also carried out in domestic retail sales 

organizations. High levels of stock in the market and increase in stock/month ratios cause 

additional costs. It also affects the penetration and calibalization status of the products. 

Therefore, the retail market should also be managed based on data. 

   

   Figure 3: World White Good Sector Growth Year to Year 

The sector has created a serious economy both in terms of volume and logistics mobility. 

Research shows that; It stands out as a pioneer in the white goods sector, especially in certain 

products, both in production and sales channels. ‘’The Turkish White Goods Industry is one of 

the leading sectors of the Turkish economy with its competitive power and brands, producing 

high added value in production and exports. The size of the global white goods market, which 

consists of refrigerators, freezers, washing machines, dryers, dishwashers and ovens, is 247 

billion USD and 493 million units as of 2019, according to retail data.’’ [13] 

When we examine the statistics, we see that there is a growth trend parallel to 

consumption values. Again, when we approach with the figures stated in the report, the sector 

shows growth both in terms of volume and total economy.  
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         Figure 4: White Good Sales Pieces Comparison by Years[13]      

 

Company 'X', which is the subject of our analysis, operates directly in the white goods 

and consumer electronics sectors. For this reason, it is necessary to mention the metrics of the 

white goods sector in our country. The white goods sector is one of the locomotive sectors of 

Turkey with its production power. Turkey, which is the leader after China, has also come to the 

position of supporting directly and sub-industry organizations with millions of production 

between 2016-2020. 

 

 

Figure 5: White Good Sector Sales of Turkey[13] 

     

The global success of the Turkish white goods industry is directly proportional to the 

industry's production power based on high export volume. As of 2020, the white goods industry 

exported 22 million units in total, in 6 product groups consisting of refrigerators, deep freezers, 

washing machines, dryers, dishwashers and ovens. This export performance has made the white 

goods industry one of the leading industries that contribute to Turkey's foreign trade balance 

and reduce foreign dependency. “The white goods sector, which has a high export intensity, 

exported 76% of its total production in 2020. The export rate of the sector has maintained its 

high pace throughout the year.”[13] 
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“The domestic market sales of the Turkish white goods industry totaled 7.8 million units 

as of 2020, in 6 product groups consisting of refrigerators, freezers, washing machines, dryers, 

dishwashers and ovens. According to the domestic market sales data for 2020, washing 

machines reached 27%, refrigerators 26% and dishwashers 19%. These three product groups 

correspond to 72% of the total domestic market sales.” [13] 

 

            Figure 6: White Goods Sector Domastic Sales of Turkey 

 

“The Turkish e-commerce sector reached 14.6 billion USD in 2019 with a growth of 

18% on USD basis. 7.9 billion USD, which corresponds to 54% of the total market size, is 

realized by the retail industry. The Turkish e-commerce retail market, on the other hand, 

constitutes 6.2% of the total retail sector in Turkey as of 2019. This rate, which is 12.3% in 

developed countries, sheds light on the future in terms of the growth performance of the Turkish 

e-commerce retail market. According to BCG's 'Consumer Device Industry Trends' report, the 

global consumer devices market internet retail has grown by 12% on a 5-year basis. As a result 

of this growth, the e-commerce channel has become the largest channel after specialist retailers. 

Hyper-markets follow the e-commerce channel”. [13] 

 

        Figure 7: E-Commerce Market Size of Turkey per Years(Billion USD) 
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The factors contributing to the development of internet retailing in the world can be 

listed as follows: low prices applied on the Internet, easy comparison of products, ease of 

delivery of products.  

Improvement in enabling consumers to make payments securely, consumers can find a 

large number of products on the internet, this methods that provide ease of payment (Installation 

options, etc.). “The e-commerce retail market in Turkey achieved a growth rate of 12.2% on 

annual averages in the 2015-2019 period and 21.5% in 2019 on a USD basis.” [13] 
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      3. DATA PREPARATION AND MODEL DEVELOPMENT  

Clustering is one of the most common exploratory data analysis techniques used to gain 

an intuition about the structure of data. It can be defined as the task of identifying subgroups in 

data because data points in the same subgroup (cluster) are very similar while data points in 

different clusters are very different. The expectation is to be able to identify relationships 

analytically outside of the organizational approach. 

If we examine it under the title of machine learning methods; K-Means algorithm is an 

unsupervised learning and clustering algorithm. 

Techniques used in data mining can be divided into models according to the type and 

the intended use of the results obtained. These models can be grouped under two headings. 

These are predictive and descriptive models.  

Descriptive models extract relationships from the dataset. Data mining techniques used 

in descriptive models are clustering, summarization, association rules, and ordered sequences. 

Predictive models; on the other hand, develop a model from situations with known 

results and obtain new results from data sets with unknown results. Here, this preferred purpose 

in adapting it to the existing case cluster analysis is the process of grouping information in a 

data set according to certain proximity criteria. 

The method subject to the model is unsupervised learning. Unsupervised machine 

learning finds all kinds of unknown patterns in data. Unsupervised methods help you find 

features that can be useful for categorization. The requirements in this analysis study, in 

addition to the data pool owned by 'X' company, by obtaining demographic data sets from TUIK 

and other external data sources. In the role of the relevant location and categorical data is 

identifying invisible relationships between features and applying them to business rules. This 

happens in real time within the run, so all input data is analyzed and labeled in the presence of 

learned. 
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 Figure 8: Main Structure of Development Steps 

 

The sub-method model will focus on is the location-based clustering method. It clusters 

the objects given here by measuring their distance from some random or specific objects on an 

n-dimensional plane. Therefore, these methods are also known as distance-based methods. 

According to the working mechanism of the k-means algorithm, k objects are randomly 

selected to represent the center point or mean of each cluster. The remaining objects are 

included in the clusters with which they are most similar, taking into account their distance 

from the mean values of the clusters. Then calculating the average value of each cluster; new 

cluster centers are determined and the distances of the objects to the center are examined again. 

The algorithm continues to repeat until there is no change. 

 

3.1. Analysing The Dealer Datasets 

The study was started with the data preparation steps in the data set. Here, if there is a 

deficiency in the data of the relevant sales point, it is removed from the data set. (For the sample 

to be equal in the entire data set, 12 months of sales data is required for the partnership of the 

model.) 

Again, physical properties were examined in terms of missing value. The data is in the 

data set both categorically and numerically. Encoding is essential for categorical data to be 

processed in a cluster algorithm. In this way, all data is expressed in numerical values. Data 

type commonality is ensured. 
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Label encoding and one hot encoding methods are available in the literature as encoding 

methods. Here, the appropriate preference for the data set was determined. One Hot Encoding 

takes the column with categorical variables and splits it into multiple columns. Label encoding 

works without seperate blocks. At this stage, we will convert such categorical data into 

numerical variables with the label encoder so that it can be understood in the model. 

 

After Label encoding, assign the data set to an array numerically. It is ready to work in 

order to perform operations related to the new dataframe we have created. 

        Table 1: Encoded Dealers Data Table 

 

     

     

Clustering work plays a clustering algorithm by selecting features that have physical 

separations of sales points (for example; store physical area, total turnover per year ). The 

structure we observe here is that there is no regular distribution in the data set. Therefore, we 

will expand our dataset using demographic data. After the feature selection steps, we will 

evaluate our sample locations together. 

 

 

      

  Figure 9: Header View Of Numericized Dealer Data Table 
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The categorical data in the data set was converted into numerical data. At the same time, 

the related painting was shared with the figure. After this point, a data set was prepared for 

labeling the sales points with IDs according to the location based data modeling outputs. 

 

3.2.Feature Selection For Linear Modeling And Cluster Analysing With Locational Based 

Demographic Dataset 

To start the application, we download the necessary libraries in the notebook. Our 

approach is to get to know the first-stage dataset, focus on feature selection, and carry out 

clustering studies on parametrically meaningful features. 

There are more than 70 features in the dataset. In this data set based on district location. 

There are numerical values such as socio-economic status, per capita income level, income level 

per household, number of ATMs in the region. As the first step, we select the features that the 

business teams concentrates on and that they want to include in the decision processes. Then 

we work with the feature selection algorithm on these features. The studies included in the 

analysis progressed on the basis of features. Related titles are labeled as score_ID for data 

privacy reasons. 

It is quite valuable for AIC (Akaike information criterion) feature selection. In the case 

of a linear model, validating the data and observing the significant score can often result in 

better model selection than traditional training/validation/test model selection methods. 

While observing the AIC score in the linear model, it is important to reach the minimum 

score that will minimize information loss. The score is observed in the outputs of the steps. 

While removing the parameters with low significant value from the model, the loop is 

terminated at the point where the value starts to increase. The analysis continues by taking our 

features onto the dataframe with the minimum AIC score obtained as a result of the trials. 
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      Table 2: AIC Score and Model Outputs Step1 

      

It defines our dataset to the program. R script related analysis is starting to work. This 

is the step that covers all the features in the model. Multiple R-squared value: 0.8005. At this 

point, we need to look at the summary detail on the basis of all in order to make feature 

selection. By assigning score to the significant value of the summary table. It gives preliminary 

information about the features that should be extracted from the data set. 

 

 Table 3: Score_ID’s Outputs Step1 

 

In the second step, we will do the exclusion of the list for the score_ID72 variable and 

run the model again. This feature has been chosen because the Pr(>|t|) value is higher than the 

Score_ID71. Here we run the linear model for the second time. 
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    Table 4: Score_ID’s Outputs Table Step2 

   

                                        

When we observed the new results, the AIC score decreased compared to the previous 

step. (175934.747161626>175933.3863535) According to our approach, we continue to make 

feature selections to reduce the AIC score parameter. It will repeat the next step by removing 

the Score_ID71 parameter from the table because it still gets a low score. 

    Table 5: Score_ID’s Outputs Table Step3 
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In the new step, we see that our AIC score parameter is 175933.73596727. This feature 

is not removed as the AIC score is in an upward trend compared to the previous step; We end 

the loop in this step. Draw a heatmap on our new model. 

 

         

      Figure 10: Heatmap of Selected Features 

After this stage, continue the model with the clustering stage. The goal will be to create 

and monitor existing potential groups with relevant features in the building dataset. 

 

3.3. K-Means Clustring 

The K-means algorithm is an unsupervised learning clustering algorithm, as  mentioned 

in the literature explanation section. Focusing on features, it creates clusters with similar 

features in spatial dimension. The algorithm puts statistically similar records in the same group. 

An element is allowed to belong to only one set. Here, this aimed to make clustering work based 

on location and analyze the outputs. 
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     Figure 11: K-Means Algoritm Steps in R 

 

In order to determine the ideal number of clusters refer to the elbow method. Here is the 

Elbow method according to each K value of the points, the sum of the square of their distance 

from the cluster center is calculated. According to these values, for each K value get the graph 

mix; for interpretation, the elbow point on the graph where the difference between the totals 

starts to decrease is chosen as the most appropriate K value. 

 

  Figure 12: Drawing Outputs of Algorithm Defined Elbow Method 

We are looking for an elbow point to determine the ideal number of clusters we come 

across. Here, we see the elbow structure for the 3 clusters most prominently. Although this 

observe a small bend at 8 points, we are advancing the location cluster analysis over 3 clusters 

to be useful in product segment analysis. 
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   Figure 13: Score_ID Tables with Clusters Head in Phyton Script 

For cluster analysis, we label our dataset for 3 clusters. The number of clusters 

determined here is labeled separately for each point, and printed the cluster output in main 

population rating file. 

 

3.4. Integrated Data Set for Model 

At this stage, the phyton script is passed. Location_ID and cluster labels were made on 

the data set and the output was taken. In the next step, analytical outputs about the clusters will 

be obtained by using the data in the 'Dealer Cluster Data' and 'Product Segment Data' tables. In 

this way, numerical balances and differences within the relevant clusters will be observed, and 

sales count evaluations will be made on a segment basis. 
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4. EXPORTING AND INTERPRETING OUTPUTS TO DEALER 

MASTER DATASET PROPERTIES 

Up to this step of the analysis, examined the main data regarding our dealers in the 

sample. Then search for meaningful outputs for clustering by performing location analysis in 

the light of demographic data. In this level of the analysis, it will map the selling points in our 

current sample with the points labeled clusters. 

Next, it will examine the sales turnover values for these three sample clusters and the 

segment information regarding the products they main sales data set. Based on this information, 

analyze the situation for the sales points in the clusters and develop recommendations. 

In the master data files of the 'X' company, first obtain the sales data of the 'Y' year for 

the selected sample set on a product basis. (Based on the principle of data privacy, the date 

range of the data set could not be shared here.) Calculation of the rates will convey information 

about the sales trends of the points and clusters. 

Then, calculate the product segment information for each of the three clusters and 

compare their effects on sales and amount ofturnover. It will comment on the target customer 

group based on the sales movements within the clusters. As stated at the beginning of our 

approach, outputs are extremely important in order to draw inferences about sales points, to set 

proposal, campaign and product targets, and to direct points such as online channel sales and 

integration to different areas. 

At this step, a basic category from the electronic product group was chosen to examine. 

(The product category name and details are hidden due to data privacy and security policy.) 

First, match the product segment information of the sales data we base on for the relevant 'Y' 

year in our master data file, on the basis of product code. Then, create our main block data set 

by calling the relevant location cluster information from the population ratings file. 

Then, using the pivot method; graph the average turnover data and total amount of 

turnover data for these three clusters. (Within the scope of data privacy and security policy, 

calculations are transferred proportionally and units and numbers are hidden.) 
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 Chart of totals sales; it allows us to comment on these three clusters. In the related 

product category, we see the dominance of the C3 cluster class in terms of turnover. It 

is followed by C1 and C2 clusters, respectively. 

 

 

     Figure 14: Scaled Total Sales per Clusters 

 

 Looking at the cumulative turnover is insufficient because the number of samples in the 

cluster is different. For this reason, plot the average sales data of the clusters with a 

graph. When examine the second graph, we see that the average value of the C1 cluster 

which is in the second place according to the total sales amount is the highest. They are 

followed by C3 and C2 clusters respectively. 

     

   Figure 15: Scaled Mean Dealers Sales per Clusters 

Here try to see why the ranking is not the same in both graphs with additional data. 

Since the segments addressed by the points are different; the product groups they sell to are also 
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different according to their respective target audiences. For this reason they do not see the same 

ranking as the product quantities are different within the segments. This shows  that the clusters 

also differ in terms of target audience. Again in explain of additional data, they examine the 

sales weights in the clusters graphically for the relevant product category. 

 

 

 

      Figure 16: Ratio of Product Segments per Clusters 

  

When we examine the graph, we see that the C3 cluster has the highest sales rate in high 

segment products. The sales rate in the C1 cluster, on the other hand, has a high rate almost as 

in the C3 cluster. For this reason, while the C1 cluster is in the second place in the total ranking, 

it is in the 1st place in the average comparison. 

Again, while the C2 cluster is in the second place in the total ranking in the weighted average 

calculation, it is in the last place. These inferences show us that clusters differ in terms of sales 

habits and the locations they address. 

Output-based information and decision sets are suggested as follows; 

- Brand positioning should be reconsidered for the spread of high-end products in all regions. 

A dynamic product segment model can be created according to the model and the demographics 

of the regions. 

- A business model can be created to increase turnover by integrating online channels for dealers 

located in locations with low average turnover. 
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- Local marketing campaigns can be created to increase turnover in locations with a low average 

turnover. 

- Store concepts that will increase the user experience can be developed in order to increase 

online channel success and spread in regions with high sales of high-end products. 

- With the omni-channel concept, smaller volume product delivery interim warehouses can be 

created in regions with low sales potential. Here the segment pivot table can be used while 

calculating the stock quantities and penetrations of the products. 

- Sales teams can prioritize the locations in the cluster with high turnover potential for store 

expansions. Similar campaigns can be organized for dealers in the same clusters. Here, it is 

recommended to analyze the sales and development strategies over the areas in the clusters. 

- This study shows us that different clusters appeal to different sales potentials and product 

segments. Within the location expansion strategy, new point determination preferences should 

be made in parallel with the company's brand and product positioning. This analysis can be 

used. 
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   5. CONCLUSION 

Working through the existing dealer sales channel of 'X' company which is in the 

process of omni-channel transition; focused on a more homogeneous separation of the channel, 

examining the sales potentials within the channel independent of the organization, and seeing 

the current potential with an approach based on product segments. The data sets of the 'X' 

company were used by scaling and visualizing, and location-based demographic data set was 

used for location analytics. (Locations and titles included are hidden for data security and 

privacy.) 

Diffusion strategy; positioning with physical stores in the right locations for 'X' 

company, which wants to provide peer customer satisfaction in all its existing channels. In 

regions with low sales potential, it also provides outputs to appeal to customers through its 

online sales channel with a lower cost service. These outputs are aimed at increasing the 

performance of the physical sales channel as well as providing strategy outputs in order to 

position new stores in regions with existing potential. At the same time, reviewing product 

segment information it also provides homework outputs to business teams in order to reorganize 

the product groups to be penetrated according to the potential clusters in the field. 

As a data scientist and analyst approach, feature-based analysis and selection of the 

location-based dataset with the AIC linear methodology increases the performance of the data 

set in your hand. When this performance increase is tested with the sample data set; It was seen 

that the cyclical and physical differences were distinguishable by numbers. It was discovered 

that when the cluster formation was made using the Elbow method and the K-Means model, 

the data set was made functional and had analytical results for the business team. 

When we evaluate the outputs; 384 physical sales dealers in the sample were analyzed 

based on their existing data, and then the relevant points were pivoted with potential groups. 

The turnovers of the sales points; product segment information that they mainly sell the location 

data set was a good sample set to make sense of and generalize. 

The outputs were examined with a business background the recommendations in the 

fourth section were created. In order for the model to yield higher analytical results, the data set 

should be expanded. A comprehensive analysis should be made with numerical data such as 

credit information and stock ratios regarding the existing dealer channel. In this way, a separate 

mathematical model can be created in which target-oriented turnover analysis and physical store 

inferences can be made in the process of creating a new store. 
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In this analysis, linear model and cluster models were used and relevant outputs were 

examined in order to correctly position the existing dealer sales channel of the business units in 

the omni-channel organization by analyzing the existing data.  
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APPENDIX 

#Future Selection Linear Model R Script; 

#install.packages("factoextra") 

#install.packages("class") 

#install.packages("NbClust") 

library("purrr") 

#install.packages("tidyverse") 

library("readxl") 

library("factoextra") 

library("class") 

library("NbClust") 

options(scipen=999) 

set.seed(123) 

 

#importing location based file 

df = read_excel('main location datas.xlsx') 

head(df) 

 

data = 

df[,c(1,2,3,6,15,16,18,19,20,33,34,35,36,40,41,42,43,59,61,62,63,64,65,67,68,69,70,71,72,73,

5)] 

 

#Removing Total Row 

data = data[-nrow(data),] 

 

#NA values are assumed as zero. (Score_ID1) 

table(is.na(data)) 

apply(is.na(data), 2, any) 

colnames(data)[apply(is.na(data), 2, any)] 

data[is.na(data)] = 0 
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data_modeling = data[,-1] 

 

#Normalization 

normalize <- function(x) { 

  return (round((x - min(x)) / (max(x) - min(x)) * 100, 3)) } 

data_modeling <- as.data.frame(lapply(data_modeling, normalize)) 

 

str(data_modeling) 

 

linear_model = lm(Score_ID4~., data = data_modeling) 

plot(linear_model, which=1) 

 

summary(linear_model) 

AIC(linear_model) 

#Lower AIC value defined is indicates a better fit. 

 

#Removing insignificant feature from data set 

data_modeling2 = data_modeling[,-18] 

linear_model2 = lm(Score_ID4~., data = data_modeling2) 

AIC(linear_model2) #AIC value decreased. 

summary(linear_model2) 

 

#Removing insignificant feature from data set 

data_modeling3 = data_modeling2[,-28] 

linear_model3 = lm(Score_ID4~., data = data_modeling3) 

AIC(linear_model3) #AIC value decreased 

summary(linear_model3) 
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#Removing insignificant feature from data set 

data_modeling4 = data_modeling3[,-27] 

linear_model4 = lm(Score_ID4~., data = data_modeling4) 

AIC(linear_model4) #AIC value increased, so we continue with 'data_modeling3' data set. 

summary(linear_model4) 

 

correlation = data.frame(cor(data_modeling3)) 

correlation = round(correlation,3) 

heatmap(cor(correlation)) 

 

#Data set with instance names 

data_set = data[,-c(18,28)] 

head(data_set) 

 

# function to compute total within-cluster sum of square  

wss <- function(k) { 

  kmeans(na.omit(data_modeling3), k, iter.max=30 )$tot.withinss 

} 

 

# Compute and plot wss for k = 1 to k = 15 

k.values <- 1:15 

 

# extract wss for 2-15 clusters 

wss_values <- map_dbl(k.values, wss) 

 

plot(k.values, wss_values, 

     type="b", pch = 19, frame = FALSE,  

     xlab="Number of clusters K", 

     ylab="Total within-clusters sum of squares") 
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#3 clusters seem to be sufficient for clustering. 

 

# Compute k-means with k = 3 

km.res3 <- kmeans(data_modeling3, 3, nstart = 25) 

#Mean values of Features for Clusters 

aggregate(data_modeling3, by=list(cluster=km.res3$cluster), mean) 

 

#Results 

data_set <- cbind(data_set, Cluster_3 = km.res3$cluster) 

 

write.csv2(data_set, file = "Location_Segment.csv") 

 

-Phyton Script; 

#!/usr/bin/env python 

# coding: utf-8 

  

# For data loading and manipulation 

import pandas as pd 

import numpy as np 

 

# For visualization/EDA 

import matplotlib as mpl 

import matplotlib.pyplot as plt 

import seaborn as sns 

sns.set(color_codes=True) 

sns.set(style="white") 

get_ipython().run_line_magic('matplotlib', 'inline') 

from matplotlib import cm 

import xlrd 
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# For modeling/machine learning 

from sklearn.preprocessing import MinMaxScaler 

from sklearn.cluster import KMeans 

from sklearn.metrics import silhouette_samples 

from sklearn.preprocessing import OneHotEncoder 

from sklearn.preprocessing import OneHotEncoder 

from sklearn.compose import ColumnTransformer 

from sklearn.preprocessing import LabelEncoder   

 

# Adding Model.2 

import warnings 

warnings.filterwarnings('ignore') 

 

df= pd.read_excel('Dealer Data.xlsx', dtype={'Location_ID': np.int64,'Dealer_Type': np.str}) 

df.info() 

 

le = LabelEncoder() 

 

df['Area']= le.fit_transform(df['Area']) 

df['Dealer_Type']= le.fit_transform(df['Dealer_Type']) 

df['Sales_Score']= le.fit_transform(df['Sales_Score']) 

 

df.head() 

 

Dealer_std=df[['Dealer_Type','Area','Sales_Score']] 

 

scaler = MinMaxScaler() 
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scaler.fit(Dealer_std) 

scaler.transform(Dealer_std) 

 

km = KMeans(n_clusters=2, 

            init='k-means++', 

            n_init=10, 

            max_iter=300, 

            random_state=0) 

kmeans = km.fit(scaler.transform(Dealer_std)) 

y_km = km.fit_predict(scaler.transform(Dealer_std)) 

Dealer_std['cluster'] = kmeans.labels_ 

 

sns.lmplot(x="Area", y="Sales_Score", hue="cluster", data=Dealer_std, fit_reg=False) 

 

 

#!/usr/bin/env python 

# coding: utf-8 

  

# For data loading and manipulation 

import pandas as pd 

import numpy as np 

 

# For visualization/EDA 

import matplotlib as mpl 

import matplotlib.pyplot as plt 

import seaborn as sns 

sns.set(color_codes=True) 

sns.set(style="white") 

get_ipython().run_line_magic('matplotlib', 'inline') 
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from matplotlib import cm 

import xlrd 

 

# For modeling/machine learning 

from sklearn.preprocessing import MinMaxScaler 

from sklearn.cluster import KMeans 

from sklearn.metrics import silhouette_samples 

from sklearn.preprocessing import OneHotEncoder 

from sklearn.preprocessing import OneHotEncoder 

from sklearn.compose import ColumnTransformer 

from sklearn.preprocessing import LabelEncoder   

 

Phyton Script_2; 

import warnings 

warnings.filterwarnings('ignore') 

  

df= pd.read_excel('Dealers Cluster Data.xlsx', dtype={'Location_ID': np.int64,'Dealer_Type': 

np.str}) 

df.info() 

 

df.groupby('Cluster3').size() 

 

Sales = df.groupby(by = ['Cluster3'])['Sales_Score'].sum() 

 

print(Sales.head()) 

 

Sales = df.groupby(by = ['Cluster3'])['Sales_Score'].mean() 

 

print(Sales.head()) 
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df2= pd.read_excel('Product Segment Data.xlsx', dtype={'Sales_Score_Count': np.float64,}) 

df2.info() 

 

Product = df2.groupby(by = ['Dealer_Cluster'])['Sales_Score_Count'].sum() 

 

print(Product.head()) 

 

Product = df2.groupby(by = 

['Dealer_Cluster','Product_Segment'])['Sales_Score_Count'].sum() 

 

print(Product) 

 

 


