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EXECUTIVE SUMMARY 

 

ONLINE SHOPPING PURCHASING PREDICTION 

 

İdil Kazezyılmaz 

 

Advisor: Asst. Prof. Dr. Evren Güney 

 

 

AUGUST, 2021, 49 pages 

 

 

 

This project aims to understand the purchasing behavior of the consumers and make 

predictions about purchasing according to website metrics such as page values, bounce rates. 

An existing dataset is used in this project. This dataset is available in the collection of 

data from an e-commerce website by Google Analytics, which consists of 10 numerical and 8 

categorical attributes coming from 12,330 sessions. The 'Revenue' attribute is used as the class 

label. The attributes that have high impact on the prediction are; "Administrative", 

"Administrative Duration", "Informational", "Informational Duration", "Product Related" and 

"Product-Related Duration". They represent the number of different types of pages visited by 

the visitor in that session and the total time spent in each of these page categories.  

The "Bounce Rate", "Exit Rate" and "Page Value" features represent the metrics 

measured by Google Analytics for each page in the e-commerce site. The "Special Day '' feature 

indicates the closeness of the site visiting time to a specific special day (e.g. Mother’s Day, 

Valentine's Day) in which the sessions are more likely to be finalized with a transaction. 

Since the purpose of this project is to predict potential purchasing using existing data, 

in the prediction part several machine learning algorithms such as decision trees, random forests 

will be applied to compare the models. The most suitable model will be chosen among these 

algorithms. 

 

 

 

 

Key Words:  E-commerce, online shopping, user behavior, shopping intention, 

machine learning, real-time shopping behavior, shopping purchase prediction 
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ÖZET 

 

ONLİNE ALIŞVERİŞ TAHMİNLEMESİ 

 

İdil Kazezyılmaz 

 

Proje Danışmanı: Dr. Öğr. Üyesi Evren Güney 

 

AĞUSTOS, 2021, 49 Sayfa 

 

 

Bu proje, tüketicilerin satın alma davranışlarını anlamayı ve sayfa değerleri, hemen 

çıkma oranları gibi web sitesi metriklerine göre satın alma ile ilgili tahminlerde bulunmayı 

amaçlamaktadır. 

Bu proje için hazır bir veri seti kullanılmıştır. Veri seti, Google Analytics aracılığıyla e-

ticaret web sitesindeki verilerin toplanmasıyla oluşturulmuştur. Veri seti 10 sayısal ve 8 

kategorik veriden oluşmaktadır. Veri setinde 12.330 değer bulunmaktadır. 'Satın Alma' özelliği, 

sınıflandırma etiketi olarak kullanılmaktadır. Tahmin üzerinde önemli etkisi olacak veriler; 

"Administrative", "Administrative Duration", "Informational", "Informational Duration", 

"Product Related" ve "Product-Related Duration". Bu veriler ziyaretçinin o oturumda ziyaret 

ettiği farklı türdeki sayfaların sayısını ve bu sayfa kategorilerinin her birinde harcanan toplam 

süreyi göstermektedirler. 

"Hemen Çıkma Oranı", "Çıkış Oranı" ve "Sayfa Değeri" verileri, e-ticaret sitesindeki 

her sayfa için Google Analytics tarafından ölçülen metrikleri temsil etmektedir. "Özel Gün" 

verisi, site ziyaret saatinin, oturumların bir işlemle sonuçlanma olasılığının daha yüksek olduğu 

belirli bir özel güne (örneğin Anneler Günü, Sevgililer Günü) yakınlığını gösterir. 

Bu projenin amacı, mevcut verileri kullanarak potansiyel satın alma tahminini yapmak 

olduğundan, tahmin bölümünde, modelleri karşılaştırmak için karar ağaçları, rastgele ormanlar 

gibi çeşitli makine öğrenme algoritmaları uygulanacaktır. Bu algoritmalar arasından en uygun 

model seçilecektir. 

 

 

 

 

Anahtar Kelimeler: E-ticaret, online alışveriş, kullanıcı davranışı, alışveriş yapma 

eğilimi, makine öğrenmesi, gerçek zamanlı alışveriş davranışı, alışverişte satın alma tahmini 
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1. INTRODUCTION 

In recent years, consumers have started to shop more and more on e-commerce sites. 

With the effect of the pandemic, we can say that this habit has increased even more in the last 

2 years. According to Statista Research Department (2021), e-commerce in the United States 

will increase almost 20% from 2021 to 2025. 

In Turkey companies like Trendyol.com, Hepsiburada.com, N11.com have become the 

most revenue-generating e-commerce platforms. According to TUBİSAD retail e-commerce 

increased by 42.5% in 2019 compared to the previous year and reached 44.9 billion TL and its 

share in total retail trade increased to 6.2%.  

Again according to the estimation made by Statista, the number of online shoppers in 

Turkey by 2023 will increase to 44.4 million. And average annual orders of consumers are 

expected to increase to $436. 

This shows us that more brands will head online and as a consequence, the competition 

will ramp up. For that, it will be crucial to understand consumers' intentions. This paper tries to 

understand the purchasing behavior of the consumers and make predictions about purchasing 

according to website metrics such as page values, bounce rates.For this project supervised 

learning methods will be used. Machine learning algorithms such as Random Forest, Gradient 

Boosting, XGBoost, LightGBM, Logistic Regression, Support Vector Machine will be applied 

and compared. For comparison the models will be applied to the imbalance dataset, afterwards 

the data will be reproduced synthetically to see the difference. Additionally the statistical 

analysis and visualizations will be applied to the dataset.  
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2. LITERATURE SURVEY 

 There are several types of research about online shopping purchasing prediction. Karim 

Baati & Mouad Mohsil’s (2020) study tries to predict real-time online shopping behavior with 

the session and the visitor information. For machine learning methods they have used the Naive 

Bayes classifier, C4.5 decision tree, and random forest. Among these models, they have a 

conclusion that the random forest model is the most suitable method to solve this problem and 

uses significantly higher accuracy and F1 Score than the other models. They have proved that 

to forecast the visitor’s shopping intent as soon as the e-commerce website is visited. 

 On the other hand, Xiao (2020) tried models like Decision Tree, k-NN, Logistic 

Regression, and Naïve Bayes for online shopping intentions. The research compares the models 

to their accuracy, recall, precision, and F1 score. For accuracy, the best model is logistic 

regression but accuracy is not a very valid metric for the dataset. Because of the imbalanced 

data they choose the Naive Bayes model for its recall metric. 

It is important to find a suitable model for the project. But another important factor is 

feature selection. Since not every feature will be as equally important and may harm the 

accuracy of the models a proper feature selection process should be applied. Poel and Buckinx 

(2005) used AUC scores to identify the importance of the variable types. Even though in their 

study the results highlight that predictors from all four categories are important, they have a 

conclusion that not every attribute is equally valuable; some of the features are the most 

important ones. 

There are seven types of supervised learning methods. Random forest is one of them 

which is used as a classifier in the study of Joshi et al. (2018). In their study, they tried to 

understand different metrics that can affect the online buying behavior of Indian customers. 

They have used Random Forest models for each product category to set up the customer 

behavior effect on multichannel retailers. Their research contributes to the theoretical domain 

in terms of the interplay of the factors and their impact on online and offline buying behaviors.  

Another study that used the Random Forest model is the study of  Beck (2021). Besides 

the Random Forest model, a linear classification model was applied to the data. Although the 

linear classification model has a higher AUC score, in accuracy again the Random Forest model 

is more suitable for this research. But there is another model which is applied after the feature 

selection process. Both the Random Forest model and XGBoost’s Classifier applied after the 
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feature selection process and the result is that with the XGB classifier the accuracy score is 

almost 90%. 

For modeling with imbalanced datasets Dataman, D. (2021) provides several options in 

the article. In this project two of the methods on that article were used for modeling. These are 

SMOTHE and Random OverSampling. SMOTHE is used for all models, Random Over is just 

used for Random Forest for the comparison. 

The SMOTHE method is commonly used in classification imbalance. Like in the article 

of A. Amin et al. (2016) this method is used to overcome the overfitting issue while reproducing 

the minority class samples. The reproduced data is learned from the existing dataset while it is 

created randomly.  

 As  Last, F. et al. (2017) mentioned in the study other methods besides SMOTHE can 

generate noise in the model. Unlike other models SMOTHE is simple and very effective to 

overcome this imbalanced data issue. 

 After the oversampling method the main discussion is which model is suitable for the 

project. Previous studies examined Random Forest, Logistic Regression and XGBoost. But 

there aren’t any other boosting models. For evaluating the performance of the models Daoud, 

E. A (2019) compared XGBoost, LightGBM and CatBoost. In the study it has shown that the 

LightGBM model has better performance in terms time and accuracy. 

 Evaluation metrics for the models are also important. There are accuracy, recall, 

precision and F1 scores. As Shung, K. P. (2020) explained in his article this will depend on the 

problem to be solved but simply one metric might not be enough to evaluate the model. For 

classification problems, it is important to know how models are classified data. That is why like 

in this study, besides the accuracy, recall and precision should be taken into consideration. 
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3. DATA ANALYSIS 

3.1. Data Information 

The dataset for this project is found from Sakar, Polat & Katircioglu’s (2018) study. 

This ready dataset is used in their research so it was formed data. With this, each session would 

belong to a different user in 1 year to avoid any tendency to a specific campaign, special day, 

user profile, or period. In the dataset, there are 12,330 sessions. There are 10 numerical and 8 

categorical features. The 'Revenue' feature is used as the class label. 

There are 3 different page categories. These are "Administrative", "Informational" and 

"Product Related". Additionally, we have the duration information of the user for these pages. 

The dataset has "Bounce Rate", "Exit Rate" and "Page Value" features which are measured by 

Google Analytics. The "Special Day" feature represents the closeness of the site visiting time 

to a specific special day. For instance, let’s take a look at Valentine's day. This value takes a 

nonzero value between February 2 and February 12. Zero before and after this date unless it is 

close to another special day, and its maximum value of 1 on February 8. There is also 

information about the operating system, browser, region, traffic type. But this information is 

not expressed clearly. For example, in the region feature, we don’t know if the user is coming 

from the Marmara region instead there are numbers to group these features. This information 

is limiting us to understand the users better. 

Apart from that, there is a visitor type as returning or new visitor. And boolean values 

indicating whether the date of the visit is weekend, and month of the year. 

 

3.2. Exploratory Data Analysis 

 

 The dataset is ready data and manipulated for the research there aren’t any missing data 

or NA values. So first we can take a look at the statistics of the numerical values which can be 

seen in Table 1. At a glance, we can see that product-related duration is higher on average than 

the other page durations.  

 When we look at the categorical values we can say that there are 8 different operating 

systems, 9 different regions, 13 browser types, 20 traffic types, 3 visitor types. The observations 

seem to be held in 10 months. We have revenue as a class label which shows if the transaction 



 

5 

 

is completed or not. Finally, we can see a weekend attribute, a boolean value that shows whether 

the transaction is made at the weekend. 

 

Table 1: Statistics of Numerical Values 

 

 

 

The revenue attribute has two classes: true and false. True shows that the transaction is 

completed and false shows that there is no transaction. When we count these two classes we 

can see that there are 10.422 incomplete transactions and 1.908 completed transactions. 

If we look at the visits for weekdays and weekends. There are 9462 visits on weekdays 

and 2868 visits on the weekends. There are 10.551 returning visitors, 1.694 new visitors, and 

85 other types of visitors for visitor type.  

When we look at the number of transactions monthly it is clear that March, May, 

November, and December have the highest volume. Special days may have an increasing effect 

on the volume of these months. For instance, the 8th of March is World Women's Day, Mother’s 

Day on the first Sunday of May, Black Friday in November, and New Year in December (Figure 

1). 

Interestingly, in June, when Father’s Day takes place, there are much fewer transactions 

than in May when Mother's Day takes place. In this case, it can be said that on Mother’s Day 

users shop more rather than on Father’s Day. 
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Figure 1: Number of Transactions per Month 

 

When we look at the number of product-related pages visited per month we can see some 

parallelism with the number of transactions. In November, which is the highest rate of 

completed transactions, the number of product-related pages visited is significantly higher than 

the other months (Figure 2). 

If we break the transactions according to the visitor types, we can say that returning 

visitors have more intention to purchase a product. Generally, users tend to research before they 

purchase a product. So it is expected to not have any transaction for both visitor types (Figure 

3). 

To see when the users make online shopping we can break it down as weekends and 

weekdays. As can be seen in Figure 4 on weekdays the volume of transactions is higher than 

on the weekend. A recent search conducted by RTB house also showed that Turkish consumers 

are shopping online more on weekdays than on the weekend.  
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Figure 2: Number of Product-Related Pages Visited per Month 

 

Figure 3: Number of Transactions According to Visitor Type 
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Figure 4: Transactions Based on Weekend 

To further understand the user behavior we examine the different page categories. When we 

look at the administrative pages, which can be considered as the page where users can check 

older orders and payment methods, users who do not make purchases don’t need to check these 

pages. For some of the users who make purchases also don’t check administrative pages or 

mostly they have viewed one page (Figure 5). 

Figure 5: Number of Administrative Pages Visited 
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And users who visited this page and did not make any purchase spent almost 1.2 minutes on 

these pages. But users who visited this page and made a purchase spent about 2 minutes on 

these pages (Figure 6). 

If we look at the informational pages, which can be considered as the page where users 

can check the contact information for the website if there is no transaction users tend to visit 

this page less. This can be considered as either user is checking the credibility of the website or 

the transaction has been made before and users would like to return the products (Figure 7). 

That is why users with no transaction spent almost 30 seconds on informational pages. 

But the users who had a transaction spent almost 1 minute on these pages (Figure 8). 

For product-related pages, surprisingly users who do not have transactions tend to visit 

product-related pages more than the users who have transactions. This can be explained as users 

like to have more information about the product before they purchase them (Figure 9). 

There is a parallelism between the time spent in the pages and causality explained above. 

When users don’t make transactions they tend to spend more time on product-related pages 

(Figure 10). 

When we take a look at the bounce rates, users with no transaction tend to bounce from 

the page more than the users who have made a purchase. For e-commerce websites, it is 

expected to have a bounce rate on average of 20-40%. If it is higher than 35-55% it can be 

considered as there might be a problem with the website. In here we have 20% for those who 

didn’t make a purchase. So it can be considered as a normal rate (Figure 11). 
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Figure 6: Administrative Page Duration 
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Figure 7: Number of Informational Pages Visited 
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Figure 8: Informational Page Duration 
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Figure 9: Number of Product-Related Pages Visited 
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Figure 10: Product Related Page Duration 
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Figure 11: Bounce Rates for Purchasing Intentions 
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4. MODELING 

In this chapter there are 6 different types of models tested on the preprocessed dataset. 

Each model is examined in order of their accuracy and recall rates. Their confusion matrix and 

ROC curves are plotted. Also, for each model, feature of importance graph are created. 

 

4.1 Preprocess for Modeling 

 

In order to apply the model to the dataset, we need to transform the data. The first step 

is to process string data. For the features weekend, visitor type we give values 1, 2, 3 for their 

categories. And we added a label column. After this process, we split data into train and test 

datasets. Train dataset size is 0.7 and test dataset size is 0.3. 

 

4.2 Random Forest Model 

 

 The first model that is applied is random forest. After splitting data into train and test 

sets this model was applied. The accuracy rate is 89.86. To check the accuracy rate confusion 

matrix was created for this model in the figure below. 

 

 

 

 

 

 

 

Figure 12: Random Forest Confusion Matrix 
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As can be seen in the figure the model is very successful for predicting the non-

transactions. But for the transactions, it has almost 50% accuracy. This shows that the model’s 

accuracy rate is not a good metric to measure the performance by itself. This can be explained 

as the result of imbalanced data. In Table 2 it can be seen that the recall rate is 0.56. This shows 

that even if the model’s accuracy rate is high, the model can make wrong predictions. 

 

Table 2: Random Forest Accuracy Rates 

 

 

 

 

 

 

If we check the ROC curve the AUC is 0.91. Again a value parallels the accuracy rate. But this 

metric can be also misleading like the accuracy rate (Figure 13). 

 

 

 

 

 

 

 

 

Figure 13: ROC Curve for Random Forest Model 
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When we check the feature importance for this model Page Value is the most important 

feature with 0.39 (Figure 14). 

 

 

 

 

 

 

 

 

 

 

 

Figure 14: Feature Importance for Random Forest 

 

 

4.3 Gradient Boosting Model 

 

 The second model tested is the gradient boosting model. This model is the longest time 

processed model in terms of performance. The accuracy rate is 89.84. In order to check the 

accuracy rate confusion matrix was created for this model in the figure below. 
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Figure 15: Confusion Matrix for Gradient Boosting 

Again as can be seen in the figure the model is very successful for predicting the non-

transactions. But for the transactions there is the same problem, the model is not performing 

well. 

In the table below it can be seen that the recall rate is 0.58 which is slightly better then 

the Random Forest model but not enough for the prediction. 

 

Table 3: Gradient Boosting Accuracy Rates 
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Figure 16: ROC Curve for Gradient Boosting 

 

If we check the ROC curve the AUC is 0.93. Which is again slightly better than the 

Random Forest model (Figure 16). 

And for this model, the most important feature is Page Value like the Random Forest 

model (Figure 17). 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 17: Feature Importance for Gradient Boosting 
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4.4 XGBoost Model 

 

 The third model tested is the XGBoost model. This model is much faster than the 

Random Forest and Gradient Boosting model in terms of performance. The accuracy rate is 

89.97. To check the accuracy rate confusion matrix was created for this model in the figure 

below. 

 

 

 

 

 

 

Figure 18: Confusion Matrix for XGBoost 

Again as can be seen in the figure the model is not good at predicting users with 

transactions. Although its prediction rate is higher than Random Forest Gradient Boosting. 

In the table below it can be seen that the recall rate is again 0.58.  

 

Table 4: XGBoost Accuracy Rates 
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Figure 19: ROC Curve for XGBoost 

If we check the ROC curve the AUC is 0.93. Which is the same with Gradient Boosting 

(Figure 19). And for this model, the most important feature is Page Value like the other two 

models (Figure 20). 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 20: Feature Importance for XGBoost 
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4.5 LightGBM Model 

 

 

The fourth model tested is the LightGBM model. The LightGBM model has the highest 

model performance among all the models. The accuracy rate is 89.86. To check the accuracy 

rate confusion matrix was created for this model in the figure below. 

 

 

 

 

 

Figure 21: Confusion Matrix for LightGBM 

As can be seen in the figure the model is not good at predicting users with transactions. 

But the true positive rate is higher than the XGBoost model. 

In the table below it can be seen that the recall rate is again 0.59. Which is the highest 

rate among all four models. 

 

Table 5: LightGBM Accuracy Rates 
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Figure 22: ROC Curve for LightGBM 

If we check the ROC curve the AUC is 0.93. Which is the same with Gradient Boosting 

and XGBoost models (Figure 22). 

And for this model the most important feature is Exit Rate which is different from the 

other three models (Figure 23). 

 

 

 

 

 

 

 

 

 

 

 

Figure 23: Feature Importance for LightGBM 



 

25 

 

 

To compare the models overall the below figure can be examined (Figure 24). As we 

can see from the graph the highest performance is the LightGBM model. XGboost has the 

highest accuracy rate. Gradient Boosting model has the lowest accuracy and model 

performance. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 24: Model Performance vs Accuracy Rates. 

 

 

4.6 Logistic Regression Model 

 

The fifth model tested is the Logistic Regression model. The accuracy rate is 87.94. 

Which is lower than the other models. To check the accuracy rate confusion matrix was created 

for this model in the figure below. 
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Figure 25: Confusion Matrix for Logistic Regression 

As can be seen in the figure the model is performing lower than the others for predicting 

the users with transactions. 

In the table below it can be seen that the recall rate is again 0.37. Which is a really low 

rate among other models. 

 

 

Table 6: Logistic Regression Accuracy Rates 
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Figure 26: ROC Curve for Logistic Regression 

If we check the ROC curve the AUC is 0.79. Which is the lowest rate among all other 

models and we can see that curve shape is corrupted. (Figure 26).  

4.7 Support Vector Machine Model 

 

The final model tested is the Support Vector Machine model. The accuracy rate is 84.64. 

Which is the lowest rate in all models. To check the accuracy rate confusion matrix was created 

for this model in the figure below. 
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Figure 27: Confusion Matrix for Support Vector Machine 

As can be seen in the figure the model is the worst performer for predicting the users 

with transactions. 

In the table below it can be seen that the recall rate is again 0.01. Which is the lowest 

rate among all models. 

 

 

Table 7: Support Vector Machine Accuracy Rates 
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Figure 28: ROC Curve for Support Vector Machine 

If we check the ROC curve the AUC is 0.81. And we can see that the curve shape is 

corrupted. (Figure 28). 

 After this part weighting method added to the models. For Gradient Boosting and 

XGBoost models sample weight was used. This process was used in the model fit part. When 

calculating weights “balanced” method was preferred. For Random Forest, LightGBM, Logistic 

Regression and Support Vector Machine models it is not necessary to use “sample weight” 

because it can be used as in the models class_weight = ”balanced”. Although the accuracy rate 

of some models have decreased as a result of the weight method, it is seen that the determination 

of the second class in these models is better than before. These are Gradient Boosting and 

XGBoost models. The models with the highest accuracy are below (Table 8). We can see that 

even though the accuracy rates of the GBM and XGBoost models are lower than the other 

models when we check the confusion matrices the determination of the second class is better in 

these models. 
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Table 8: Weighted Accuracy Rates 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 29: Best Performed Weighted Confusion Matrices 

 

After weight method model tuning applied to the models. In the below table, the 

parameters used, best parameters and best accuracies can be seen. The best performing model 

is XGBoost with accuracy rate of 0.9062. 
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Table 9: Weighted Model Tuning Parameters 

 

Weighted Model Parameters 
 
Best Parameters 

Best 

Accuracy 

Random Forest 

params = {  

'max_depth': [3, 6, 10, 20, 

None],  

'max_features': ['auto', 'sqrt'],  

'n_estimators': [100, 500, 

1000]} 

 

{'max_depth': None, 'max_features': 'auto', 

'n_estimators': 500} 
0,9020 

LightGBM 

params = {  

'max_depth': [-1, 1, 5, 10],  

'num_leaves': [20, 30, 40]} 

 

{'max_depth': -1, 'num_leaves': 40} 0,8900 

XGBoost 

params = { 

'max_depth': [3, 6, 10, 20, 

None], 

'learning_rate': [0.01, 0.1, 0.2], 

'n_estimators': [100, 500, 

1000]} 

 

{'learning_rate': 0.1, 'max_depth': 3, 

'n_estimators': 100} 
0,9062 

Gradient Boosting 

params = { 

'max_depth': [3, 6, 10], 

'learning_rate': [0.01, 0.1, 0.2], 

'n_estimators': [10, 100, 500, 

1000]} 

 

{'learning_rate': 0.01, 'max_depth': 3, 

'n_estimators': 500} 
0,9049 

Logistic 

Regression 

params = {'penalty': ['l1','l2'],  

'C': [0.01,0.1,1,10,100]} 

 
{'C': 100, 'penalty': 'l2'} 0,8712 

Support Vector 

Machine 

params = {'C': [0.1,1, 10, 100],  

'kernel': ['rbf', 'poly', 

'sigmoid']} 

 

{'C': 100, 'kernel': 'poly'} 0,8512 
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4.8 Oversampling 

For this project, 6 different models were applied to the dataset. The common points of 

all models are that since the data is unbalanced all the models fail to predict users with 

transactions even though their accuracy rate is quite reasonable. To prevent this situation and 

increase the model’s performance the data should be transformed into balanced data. To do that 

an oversampling method Smothe can be applied. This method will generate random data and 

increase the transaction so that the data will become balanced.  

Another method is called Random Over Sampler. Both methods were applied for Random 

Forest and XGBoost models. For the other models, the Smote model was applied. 

 

4.9 Oversampled Random Forest Model 

 

After the Smote method is applied, the accuracy rate for the Random Forest Model is 

93.78 which is higher than the normal dataset rate. The recall rate is normalized and becomes 

0.94. But for the random over sampler method, the results are better. The accuracy rate is 95.70 

and the recall rate is 0.99. In the random over sampler method, the model has higher accuracy 

in predicting users with transactions. Below there are the confusion matrices. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 30: Confusion Matrices for Oversampling 
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Other metrics can be seen in the table below.  

 

Table 10: Accuracy Rates for Smote Oversampled Random Forest 

 

 

 

 

 

 

 

 

Table 11: Accuracy Rates for Random Oversampled Random Forest 
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Figure 31: ROC Curve for Oversampled Random Forest 

 

As can be seen, from Figure 30 the AUC is 0.98 which is close to 1. This shows the 

oversampling method is increasing the accuracy of the classification. 

 

Below the important features can be seen. But as before for this model, the page value 

feature is the most important attribute. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 32: Feature Importance for Oversampled Random Forest 
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4.10 Oversampled Gradient Boosting Model 

 

After the Smote method is applied, the accuracy rate for the Gradient Boosting Model 

is 87.13 which was 89.84 before. Although the accuracy rate decreased the recall rate was 

normalized and became 0.92. Below there is the confusion matrix. 

 

 

 

 

 

 

Figure 33: Confusion Matrix for Oversampled Gradient Boosting Model 

 

From the figure, it can be seen that the classification for non-purchaser and purchaser 

users is quite balanced. 

 

 And in the table below there are the recall rates that are normalized. 

 

 

Table 12: Accuracy Rate for Oversampled Gradient Boosting Model 
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Figure 34: ROC Curve for Oversampled Gradient Boosting Model 

The AUC metric is increased to 0.97 from 0.93. And for this model again the page value 

feature is the most important attribute. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 35: Feature Importance for Oversampled Gradient Boosting Model 

 



 

37 

 

4.11 Oversampled XGBoost Model 

After the Smote method is applied, the accuracy rate for the XGBoost Model is 86.79 

which was 89.97 before. Although the accuracy rate decreased the recall rate was normalized 

and became 0.87. Below there is the confusion matrix. 

 

 

 

 

 

 

 

 

Figure 36: Confusion Matrix for Oversampled XGBoost Model 

 

From the figure, it can be seen that the classification for non-purchaser and purchaser 

users is quite balanced. 

 

And in the table below there are the recall rates that are normalized. 

 

Table 13: Accuracy Rate for Oversampled XGBoost Model 
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Figure 37: ROC Curve for Oversampled XGBoost Model 

The AUC metric is increased to 0.94 from 0.93. And for this model again the page value 

feature is the most important attribute. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 38: Feature Importance for Oversampled XGBoost Model 
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4.12 Oversampled LightGBM Model 

After the Smote method is applied, the accuracy rate for LightGBM Model is 91.11 

which was 89.86 before. The recall rate is normalized and becomes 0.83. Below there is the 

confusion matrix. 

 

 

 

 

 

 

 

 

 

Figure 39: Confusion Matrix for Oversampled LightGBM Model 

 

From the figure, it can be seen that the classification for non-purchaser and purchaser 

users is quite balanced. 

 

 And in the table below there are the recall rates that are normalized. 

 

 

Table 14: Accuracy Rate for Oversampled LightGBM Model 
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Figure 40: ROC Curve for Oversampled LightGBM Model 

The AUC metric is increased to 0.93 from 0.98. And for this model again before the 

exit rate was the most important feature but after oversampling product-related duration become 

the most important feature. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 41: Feature Importance for Oversampled LightGBM Model 
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Figure 42: Oversampled Model Performance vs. Accuracy Rates 

 

To compare the models overall the figure above can be examined (Figure 42). As we 

can see from the graph the highest performance is the LightGBM model again. This time 

Random Forest has the highest accuracy rate. The XGBoost model has the lowest accuracy and 

Gradient Boosting has the lowest model performance. 

 

4.13 Oversampled Logistic Regression Model 

 

After the Smote method is applied, the accuracy rate for the Logistic Regression Model 

is 83.74 which was 87.94 before. The accuracy rate decreased but the recall rate was normalized 

and became 0.78 which was 0.37 before. Below there is the confusion matrix. 
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Figure 43: Confusion Matrix for Oversampled Logistic Regression 

From the figure, it can be seen that the classification for non-purchaser and purchaser 

users is quite balanced. 

 

 And in the table below there are the recall rates that are normalized. 

 

 

Table 15: Oversampled Logistic Regression Accuracy Rates 
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Figure 44: ROC Curve for Oversampled Logistic Regression 

If we check the ROC curve the AUC is 0.89. Which was 0.79 before. There is an 

increase in the classification rate (Figure 44). 

4.14 Oversampled Support Vector Machine Model 

 

After the Smote method is applied, the accuracy rate for the Support Vector Machine 

Model is 72.11 which was 84.64 before. The accuracy rate decreased but the recall rate was 

normalized and became 0.75 which was 0.01 before. Below there is the confusion matrix. 
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Figure 45: Confusion Matrix for Oversampled Support Vector Machine 

From the figure, it can be seen that the classification for non-purchaser and purchaser 

users is quite balanced. 

 

 And in the table below there are the recall rates that are normalized. 

 

 

Table 16: Oversampled Support Vector Machine Accuracy Rates 
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Figure 46: ROC Curve for Oversampled Support Vector Machine 

If we check the ROC curve the AUC is 0.79. And we can see that the curve shape is 

slightly corrupted. (Figure 46). 

4.15. Model Tuning 

 

For every model the hyperparameter fine tuning applied. In the below table the best 

parameters and beast accuracies can be seen. After the model tuning process we can say that 

again the best model for oversampled dataset is XGBoost model with the rate of 0.9354. 
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Table 17: Oversampled Model Tuning 

 

Oversampled 

Model 
Parameters Best Parameters 

Best 

Accuracy 

Random Forest 

params = {  

'max_depth': [3, 6, 10, 20, 

None],  

'max_features': ['auto', 'sqrt'],  

'n_estimators': [100, 500, 

1000]} 

{'max_depth': None, 'max_features': 'auto', 

'n_estimators': 1000} 
0,9303 

LightGBM 

params = {  

'max_depth': [-1, 1, 5, 10],  

'num_leaves': [20, 30, 40]} 

{'max_depth': -1, 'num_leaves': 40} 0,9298 

XGBoost 

params = { 

'max_depth': [3, 6, 10, 20, 

None], 

'learning_rate': [0.01, 0.1, 

0.2], 

'n_estimators': [100, 500, 

1000]} 

{'learning_rate': 0.1, 'max_depth': 10, 

'n_estimators': 500} 
0,9354 

Gradient Boosting 

params = { 

'max_depth': [3, 6, 10], 

'learning_rate': [0.01, 0.1, 

0.2], 

'n_estimators': [10, 100, 500, 

1000]} 

{'learning_rate': 0.2, 'max_depth': 10, 

'n_estimators': 1000} 
0,9353 

Logistic Regression 
params = {'penalty': ['l1','l2'],  

'C': [0.01,0.1,1,10,100]} 
{'C': 0.1, 'penalty': 'l2'} 0,8410 

Support Vector 

Machine 

params = {'C': [0.1,1, 10, 

100],  

'kernel': ['rbf', 'poly', 

'sigmoid']} 

{'C': 100, 'kernel': 'rbf'} 0,8272 
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5.CONCLUSION 

 

 In conclusion, for the online purchasing prediction the dataset used is imbalanced. This 

imbalance can cause some problems in the modeling part. There are six different models applied 

to this dataset.  

These are Random Forest, Gradient Boosting, XGBoost, LightGBM, Logistic 

Regression, and Support Vector Machine. At a glance, most of the models’ accuracy rates are 

normal, in fact, high for the prediction. 

But when we check the recall rates there is a problem. The models are performing well 

for predicting users with no purchase although they are not able to classify users with purchase. 

They classify them wrong almost 50%. The imbalance of data can cause wrong classifications 

like this. When checking the model’s accuracy, looking at one metric might be misleading. To 

make sure the other metrics such as recall, precision, etc. should be considered as well. 

To prevent the wrong classification situation Smote or Random Over Sampler method 

can be used to randomly reproduce data and transform the dataset into balanced. For this project 

Smote method is used. The dataset is reproduced with Smote and all models are applied again. 

For Random Forest Model also Random Over Sampler method is applied. After model tuning 

process among all the models we can say that the XGBoost is the best-performed model.  

For further studies with a suitable dataset, we can predict online purchasing intentions 

in real-time. With that, it will be possible to suggest users’ real-time campaigns. And also user’s 

reactions can be measured to these real-time campaigns. With real-time insights, e-commerce 

sites can make users shop without even knowing their purchasing tendencies. 
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